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3. Abstract of the Thesis 

The present Thesis consists of different Medicinal Chemistry projects which include a 

combination of computational and experimental approaches to Drug Discovery. The final 

aim is to obtain small molecules of biological interest in anticancer and antibacterial 

chemotherapy. Projects #1 and #2 (Chapters 5 and 6) are focused on the rational design and 

synthesis of two new series of small molecules with a benzotriazole scaffold functionalized 

with an acrylonitrile moiety as new anticancer agents acting on tubulin assembly as CBSIs 

(colchicine–binding site inhibitors). The functionalization of the main scaffold with fluorine 

atoms in different positions (5',6' or 4', respectively) led to the synthesis of two new series 

of benzotriazole–based small molecules. The first approach focused on the application of 

Molecular Docking techniques to analyze the binding pose of the molecules at the interface 

between α– and β–tubulin, studying electrostatic and vdW interactions. The molecules 

showed a good binding profile, hence they were synthesized, characterized and biologically 

analyzed. They displayed a good antiproliferative activity and, through a specific biological 

assessment, they showed to interfere with tubulin assembly and to specifically compete with 

colchicine for its binding pocket on tubulin. Project #3 (Chapter 7) makes use of a fragment–

based drug discovery (FBDD) approach aimed to find new fragments to build new inhibiting 

agents for a protein called WaaG. This target is a glycosyltransferase involved in the 

biosynthesis of the lipopolysaccharide (LPS), present in gram–negative bacteria, such as 

Escherichia coli. Two libraries of small molecules were screened through Molecular 

Docking simulations. The selected ones were more in–depth assessed through a Molecular 

Dynamics (MD) study, to calculate their Binding Free Energy (BFE) and related KD values, 

the root–mean–square deviation (RMSD) of the protein backbone (when bound to the 

ligands), but also protein–ligand electrostatic (mainly hydrogen bonds) and hydrophobic 

interactions. A study on the protein movement during the MD trajectory of WaaG apo–

protein showed a dynamic behavior of both N– and C– domains one against each other, 

allowing to predict a twisting–like fashion of the protein. 

Project #4 (Chapter 8) is a synthetic study on 1,2–cis–glycosylation reactions, aimed to 

optimize yield and stereoselectivity of the reactions. The goal of the synthesis is a 

trisaccharide; NMR investigations are ongoing for the determination of the exact 

conformational state of the trisaccharide. Aeromonas salmonicida is a gram–negative 

bacterium whose outer membrane is made of lipopolysaccharide (LPS). In the O–antigen of 

its LPS there is a trisaccharide structurally similar to the synthesized trisaccharide building 
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block. The full NMR characterization of the synthesized trisaccharide will be helpful in 

future Structure Elucidation investigations on A. salmonicida lipopolysaccharide. 

 

4. General Introduction 

 

4.1. Medicinal Chemistry: the challenge of new successful drugs 

Medicinal Chemistry is an important step in the Drug Discovery process, focusing on the 

design, synthesis, chemical characterization, and in vitro/in vivo activities of novel 

molecules against biological targets and their physicochemical and pharmacokinetic 

properties. Medicinal Chemistry is a multidisciplinary field that helps Drug Discovery and 

Development in the early phases by synthesizing molecules with biological interest. It 

explores the different activities of a broad spectrum of molecules with great diversity and 

flexibility. Natural resources represented the starting point for Medicinal Chemistry, with a 

great number of natural compounds characterized by different degrees of structural 

complexity and a large spectrum of biological activities. Hence, the first challenge was to 

recognize those molecules in nature, study different methods for their extraction and explore 

their global profile such as structural, functional, physical and chemical features. The step 

forward is represented by the synthesis of analogs, with improved or, at least similar, 

properties and the subsequent biological assessment to determine if the newly synthetized 

molecules could be more active than the naturally occurring ones. If a molecule is considered 

sufficiently effective and safe for the human body, it can be synthesized on large scale to be 

developed as a drug in a proper formulation. [1] 

Medicinal Chemistry is a complex chemistry field; a recent paper, published by Murcko M. 

A., [2] listed the behavioral characteristics of a proper medicinal chemist. As general 

characteristics, he is obsessed with data and details, but also open to face assumptions and 

solve dogmas. Medicinal chemists are often highly networked and collaborative, because 

“great science happens everywhere”. Drug discovery is defined as a “team sport” and 

requires scientists from different fields, so the important thing is to “remain humble” 

discussing with each other. A certain number of “discipline–specific characteristics” of the 

medicinal chemist were also identified. He always thinks about the so–called “target product 

profile” (TPP), i.e., the characteristics the desired compounds must have to gain clinical 

interest. He must know how to handle the different properties of a desired compound, not 
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necessarily following strict chemical rules (as the excessive lipophilicity), but also thinking 

of the three–dimensional properties of the chemical entity, in different possible 

environments: water or lipid, inside or outside the cell, in complex with the target or free. 

Last but not least, medicinal chemists tend to be “resilient”: if something goes wrong (e.g. 

the synthetic process), they have always a new chemical scaffold to concentrate on, not 

giving up on validated targets or difficulties along the synthetic pathway. [2]  This 

Introduction will explain the importance of the Drug Discovery process, highlighting 

experimental and computational approaches of it and focusing on Molecular Docking and 

Dynamics techniques. A discussion on anticancer and antibacterial chemotherapy is also 

included, as a foreword to the present Thesis. 

 

4.2. The workflow of Drug Discovery 

The process of Drug Discovery (DD) is the way of identifying compounds with various 

pharmacological activities, which can become drug substances when incorporated into the 

Drug Development machinery. Drug Development involves a lot of fields such as 

biotechnology, biopharmaceutics, toxicology, pharmaceutical engineering and, last but not 

least, medicinal chemistry. [1] In recent times, taking into account the Medicinal Chemistry 

approach to DD, its association with Artificial Intelligence (AI) techniques is gaining interest 

to improve and speed up the Drug Discovery process. [1] Artificial Intelligence, and 

particularly its subfield Machine Learning (ML) is a branch of computer science that 

investigates the way of “training” and enabling computer machines to comprehend and 

perform tasks simulating human intelligence, hence without being explicitly programmed 

for those tasks. The Drug Discovery process employs AI techniques, e.g. for designing 

molecules, using labeled training datasets to train models, the so–called supervised learning. 

[3] The common goal for Medicinal Chemistry and Artificial Intelligence is the discovery 

of drug targets (e.g. a protein target), the identification of new lead compounds, refining the 

design considering different chemical properties of the molecules, but also designing the 

more suitable synthetic route to yield the compounds. [4]  

The Drug Discovery process is always in progress, there are no strict rules or laws. The 

modern approach of designing new drugs is based on a Rational–based Drug Design, which 

could be divided into Structure–based and Ligand–based Drug Design. The Structure–based 

(or Target–focused) Drug Design is based on a growing knowledge of various biological 

targets, which can be represented by proteins (receptors, enzymes or amino acids), or nucleic 
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acids. Pursuing the Structure–based approach, some of the most important strategies for 

Drug Discovery are in silico methods or the de novo synthesis. In the field of in silico 

methods, Molecular Modeling strategies, such as Molecular Docking or Molecular 

Dynamics, as well as Molecular Mechanics, are gaining relevance in Drug Discovery and 

Development. They always increase the accuracy and reproducibility of the structure of 

several biomolecular targets and their interactions with a large scale of small molecules. [1] 

The modern Drug Discovery process mainly starts from the Target Identification, often 

represented by a protein structure. The target must be validated (Target Validation), when 

possible, with the support of X–ray crystallographic techniques. With the help of different 

approaches, as the fragment–based drug discovery (Paragraph 4.3), different small 

molecules, called “hit compounds”, are computationally and experimentally identified and 

screened for a particular activity on a target. Hit compounds are strategically modified to 

increase selectivity and potency at lower concentrations, generating a “lead compound”. The 

lead can be studied in terms of protein–ligand interaction and affinity, with both in silico 

(molecular docking, molecular dynamics, molecular mechanics) and experimental 

(biochemical assessment, X–ray crystallography) approaches. The lead compound can be 

further modified to increase at most its potency and bioavailability, in the Lead Optimization 

process, progressing from in vitro biological assays to preclinical studies. Some problems 

can occur in the progression of a lead in this path. The lead compound could not have drug–

like characteristics, which means it does not possess adequate pharmaceutical properties 

such as solubility or reactivity. Only when a lead becomes a Drug candidate, it can progress 

to preclinical investigation and, luckily, to phases I/II/III clinical trials. The problem of a 

modest drug–like profile of a Drug candidate could include scarce ADME properties 

(absorption, distribution, metabolism and excretion). Therefore, ADME properties could be 

predicted from the early stages with in silico predictions. Drug candidate behavior could also 

be modulated by some Drug Delivery strategies, which can target the drug in the specific 

site of action. When the Drug Candidate can be commercialized takes the name of “drug”, 

and it can be monitored during its entire “life” through the pharmacovigilance process. [5] 
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Scheme 1. Schematic workflow of Drug Discovery and Development process. 

 

4.3. Fragment–based drug discovery (FBDD) 

In the last years, Fragment–based drug discovery (FBDD) became an important approach in 

the early stages of Drug Discovery. FBDD invests an ensemble of biophysical and 

biochemical approaches and is particularly important in the Lead Identification and 

Optimization steps of Drug Discovery. [6–8] The process consists in identifying ligands, 

called fragments, with a low molecular weight (~ 250 Da) and characterized by weak binding 

(KD ~ 100 – 1000 µM) and converting them into nanomolar inhibitors with strategic drug 
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design techniques. [9–13] They must be moderately lipophilic (cLogP < ~3) and highly 

soluble in water. [14] In the Lead Optimization process, a lead compound must be thought 

of as a complex of chemical “pieces”, which can be manipulated to increase the potency of 

the lead itself. The fragmentation of a lead in several fragments or even in functional groups 

tries to map out several pharmacophoric elements. [15,16] Then, the optimized fragment can 

be combined – linked, merged or fused – in a unique new molecule. Unfortunately, it is not 

already clear which are the precise rules and characteristics for the perfect fragment lead. 

Therefore, this field is in never–ending evolution. [17] One of the most accepted guidelines 

for fragments is the rule–of–three (RO3) [5,17]: a fragment could possess a Mw ≤ 300 Da, a 

number of H–bond donors ≤ 3, a number of H–bond acceptors ≤ 3 and a LogP value ≤ 3. 

Furthermore, several rotatable bonds (NROT ≤ 3) and a certain polar surface area (PSA ≤ 

60) can be beneficial. [18] 

Regarding FBDD, techniques for the evaluation of protein/fragment affinity are nuclear 

magnetic resonance (NMR) techniques, X–ray crystallographic screening, surface plasmon 

resonance (SPR) and computational approaches (Molecular Docking, Molecular Dynamics).  

Different NMR techniques aim to identify hit compounds for protein structures with a 

various range of dimensions. [19–21] NMR techniques are employed in FBDD processes 

monitoring changes in protein or ligands in spectra. For example, the most common ligand–

focused techniques are Saturation Transfer Difference (STD) [22] and Water–LOGSY. 

[23,24] The advantage of these NMR techniques applied to FBDD is that their output is 

better as the protein dimension increases, and they can detect weak protein–ligand binding 

interactions. Moreover, a quantitative result of these interactions can be acquired easily, 

determining KD (constant dissociation) values directly by the changes in chemical shift, and 

without a reference molecule. 

As for the application of X–ray crystallography in FBDD, it is a successful technique that 

offers several advantages. Hit identification usually makes use of structural biology. [25] 

FBDD process based on X–ray techniques is more difficult for less accessible proteins, such 

as transmembrane proteins (e.g. GPCRs or ion channels). [26] 

As concerns SPR, it is a technique used to investigate biomolecular interactions giving 

kinetic and binding affinity results. The target protein is immobilized on a chip and 

fragments are passed through it. The different mode of binding is discriminated by the 

change in the absorbance spectrum, and the change in reflected light reveals the mass of the 

fragment. Computational FBDD is particularly important in the lack of recombinant protein 

in a suitable form for fragment screening. [27] 
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Other fragment–based approaches to drug discovery are Biolayer Interferometry (BLI), [28] 

with similar discrimination by light as SPR, and Isothermal Titration Calorimetry (ITC), [29] 

which depends on the released/absorbed heat produced by a binding event. FBDD also 

serves itself of mass spectrometry techniques, as ESI–MS (Electrospray ionization) or NC–

ESI–MS (non–covalent ESI–MS) for the detection of potential covalent bonds or other 

interactions between target and ligand. Chromatographic techniques such as Weak Affinity 

Chromatography (WAC), [30] are useful for FBDD, employing chromatography columns 

with an immobilized target protein. In addition, Capillary Electrophoresis (CE) is nowadays 

employed for the screening of fragments monitoring the changes in the electrophoretic 

profile for each of them, resulting in an affinity range from mM to pM. Like CE, 

Ultrafiltration discriminates between protein–bound or unbound fragments, with a 

separation system retaining only protein–ligand complexes. Lastly, several biochemical 

assays are used for FBDD. Common assays are often useless since they are unable to detect 

weak–affinity fragments. To bypass this issue, high–concentration screening assays are 

conducted on a variable number of fragments, to initially identify hit compounds to be 

further investigated. [31] 

The main processes of Lead Optimization carried out by FBDD are fragment growing, 

fragment merging/hopping and fragment linking. [32]  

The fragment growing process is focused on adding small atomic groups or bigger building 

blocks selected to improve the binding to the target; this technique aims to strategically 

occupy an empty pocket identified from the binding of the first–site fragment to the target 

protein, increasing the mutual affinity. An alternative way is offered by fragment merging 

(or scaffold hopping) of fragments. Knowing the binding modes of different first–site 

ligands, some of them can be rationally merged and synthesized, to have a synergic effect 

on the protein–ligand affinity. [33] 

One of the most successful approaches in the hit to lead process is fragment linking. It is 

considered that, covalently linking two ligands, the resulting KD is the KD of one fragment 

times the KD of the other one. [34] 

Apart from FBDD, other recognized approaches to Drug Discovery are combinatorial 

chemistry, high–throughput screening (HTS), [35,36] but also virtual ligand screening and 

structure–based drug design, improving Synthesis Optimization and further biochemical 

assessment. [37–39] 
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4.4. Computer–aided drug discovery (CADD) 

In modern Drug Discovery, computer–aided techniques became very important in the 

investigation of the interactions between a target and a ligand. The binding mode of a ligand 

bound to the target represents a crucial tool in Medicinal Chemistry to help the experimental 

shreds of evidence that lead to the structure–activity relationship (SAR). [40] In the 

following Paragraphs, computer–aided drug discovery (CADD) techniques, such as 

Molecular Docking and Molecular Dynamics, will be further discussed. 

 

4.5. Molecular Docking in Drug Discovery 

Molecular Docking is one of the main structure–based tools for the Drug Discovery process. 

Molecular Docking helps experimental outcomes by analyzing more in–depth the interaction 

between a ligand and its target. [41,42] Molecular Docking is a virtual screening approach 

characterized by cost–effectiveness advantage. A docking program generates several ligand 

poses as the most favorable ligand/protein spatial conformations. The process which 

determines the entity of the interaction is called scoring, and it is calculated by a simplistic 

scoring function. [43,44] The limitation of the docking methodology could be the great 

simplification of the protein–ligand interaction to make benefit from the immediacy of the 

technique. The inaccuracies could be found in the pose ranking and the calculation of the 

affinity energy, hence computational researchers are always pushing to generate more 

correct scoring functions. [45] 

To remedy this deficiency, Molecular Docking is more often accompanied by other ligand–

protein interactions techniques, like molecular dynamics (MD). Also the interpretation of 

the results is very relevant in different steps of Drug Discovery, such as Hit Identification 

and Lead Optimization. [46,47] The visual inspection is an important part of the post–

docking evaluation of the results. [48]  

In the visual inspection, the first evaluation is initially focused on the hydrogen bonds 

(important for binding selectivity and affinity) relative to their strength and geometry. 

[49,50] In particular, some specific H–bonds between the ligand and some amino acids are 

compared to those generated with some known co–crystallized ligands with a similar 

chemotype. [51,52] Hydrogen bonds to the protein backbone are generally stronger in 

comparison to those with the more flexible side chains, in terms of stability over time. 

[40,53] The strength of an H–bond can vary a lot, but those detected in interactions between 

ligand and protein binding site vary from 16 to 60 kJ·mol–1 (~ 10 times less than a covalent 

bond). The normal H–bond distance between donor and acceptor atoms is 1.5 – 2.2 Å 
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(compared to 1.0 – 1.5 Å for a covalent bond). [54] A review from Fischer et al. [55] in 

2021 reported a deep analysis on several visual inspections of docking results, conducted by 

computational chemists and reported in different papers. Apart from the most observed 

hydrogen bonds in the evaluation of ligand–protein affinity, other considered interactions 

are the hydrophobic interactions, pi–stacking, cation–pi interactions, water interactions and 

solvent–exposed areas. [55]  

 

4.6. Molecular Dynamics in Drug Discovery 

As above discussed, in the Medicinal Chemistry evaluation, Molecular Docking could be 

implemented with other techniques, such as Molecular Dynamics (MD). MD is a powerful 

method to routinely assess theoretical simulations of several types of systems (biochemical, 

chemical and physical). The success of this theoretical way of studying the interactions 

between target and ligand was accompanied by the quick development of supercomputers, 

powerful in terms of computing power and storage, allowing computational chemists to run 

simulations with bigger systems and for a longer time. [56] MD interest embraces different 

scientific areas as biophysics, structural biochemistry, molecular biology and the 

pharmaceutical industry. MD simulations allow the investigation of the dynamics and 

function of a certain biomolecular entity, for instance studying the change in binding free 

energy (BFE) of a ligand or the change in the spatial conformation of a protein in the 

physiological environment over time. Talking about MD studies applied to biomolecular 

systems, the fine parameterization is supported by different molecular mechanics force fields 

(FFs), such as the CHARMM36 force field. [57–59] A force field is a mathematical 

expression that correlates the energy of a system and the particle coordinates. It takes into 

account the interatomic potential energy and several other parameters, to simplify the 

molecule structure into a set of atoms linked by simple elastic (harmonic) forces. The 

simplicity is translated into quickness of the analysis, maintaining the details and the 

reproducibility of the system investigated. [60] Lastly, MD studies are of help in Rational 

Drug Design giving hints and answers related to the deep interaction of a target–ligand 

complex. The ligand could be endogenous or exogenous, so the investigation could interest 

the understanding of a signal transduction, a metabolic regulation, but also the reaction of a 

target protein and its surrounding environment in response to the administration of a drug. 

[61] 
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4.7. Medicinal Chemistry in Cancer Chemotherapy 

Cancer is one of the most challenging diseases because of the difficulty in treatment and the 

increasing incidence due to different factors, as the aging of the population worldwide. The 

process of transformation of a normal cell into a malignant cell is mainly caused by small– 

or large–scale changes in DNA sequence. Human tumors mainly possess six biological 

characteristics: improved proliferative signaling, bypass of growth suppressor factors, cell 

death and immune system resistance, replicative immortality, angiogenetic ability and 

invasion/metastasis activity. Other important prerogatives of a tumor are genomic instability 

and mutation, and induced inflammation. The combination of all these abilities, which makes 

cancer one of the deadliest diseases worldwide, aims to create a favorable tumor 

microenvironment (TME). [62] 

The principal therapeutic approaches in cancer are represented by surgery, radiotherapy, and 

systemic chemotherapy. In the past years, anticancer therapy has been a very active field of 

research, producing a big amount of knowledge on biological targets and new drugs. This 

process led to define cancer as a multifactorial disease. Therefore, modern anticancer 

research is mainly focused on signal transduction therapy, monoclonal therapy, 

immunotherapy and nanotechnology. [5]  

In 1971, the National Cancer Institute (NCI) created the U.S. National Cancer Program, with 

the aim of better understanding the pathophysiology of cancer. Even if cancer is always more 

studied to explore its generation and progression, the fight against this illness is hindered by 

a huge amount of obstacles due to the high mutation of the cancer cells and the big variety 

in genetic alterations which finally lead to the insurgence of drug resistance. [5] Moreover, 

cancer cells are supported by a population of cancer stem cells (CSCs) which improve 

aberrant cell differentiation. [63–65] CSCs are a tumorigenic reservoir of self–sustaining 

cells and can grow in two different manners: from a normal stem cell, which faces a 

dysregulation of the growth process, or from a mature cell acquiring self–renewal properties. 

[66–68] CSCs contribute to one of the main issues in cancer treatment: their resistance to 

cytotoxic drugs and radiation therapies. [68]  

Historically, the initial approach to cancer chemotherapy was to generate new drugs from 

natural products by semisynthesis or full synthesis. Some of the most famous old anticancer 

drugs are methotrexate, the first folate analog drug to be used for the induced remission in 

children with acute lymphoblastic leukemia (ALL), and cisplatin, one of the most known 

antitumor drugs, discovered by serendipity. These molecules are included in the so–called 
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“conventional chemotherapy”, focused on drugs targeting the rapid cellular proliferation of 

cancer cells. [69] 

With the advent of the new millennium, a new way of understanding chemotherapy was born 

with the name of “targeted chemotherapy”. With a deeper study of Target Identification and 

Validation in Drug Discovery process, chemotherapy is now mainly based on monoclonal 

antibodies (e.g., pertuzumab Perjeta®), which can bind antigens, preferentially or exclusively 

present in cancer cells, kinase inhibitors (e.g., Axitinib, Inlyta®) and immunomodulatory 

drugs. Fundamental for the development of the modern Rational Drug Design was the X–

ray crystallography, enabling the possibility to have a 3D structure of a target. In conclusion, 

the next–generation challenges in cancer chemotherapy are represented by facing drug 

resistance, which can be acquired by cancer cells even after the initial treatment. [5]  

 

4.8. Medicinal Chemistry in Antibacterial Treatment 

Antibacterial drug discovery is an evergreen fashionable branch of research, focusing on the 

design and synthesis of bioactive molecules able to destroy bacteria. Salvarsan [70] was the 

first antibacterial agent identified as active for syphilis, [71] just before the discovery of the 

well–known Prontosil, [72] which led to the rising of the “sulfa drug era”, consisting of 

synthetic antibacterial agents. In 1929, Fleming made the absolute noteworthy discovery of 

penicillin, later recognized as fundamental for streptococcal [73] and staphylococcal 

infections. [74] Penicillin is a simple β–lactam compound which acylates irreversibly the 

cell wall proteins of bacteria, called penicillin–binding proteins (PBPs). The β–lactam ring 

gives rise to several new classes of antibiotics through the years, such as cephalosporins. 

[75,76] As concerns other classes of antibiotics, the glycopeptides were isolated from 

Actinoplanes and Streptomyces. [77] Well–known compounds of the family are vancomycin 

and teicoplanin; they are used in the treatment of resistant Gram–positive species (MRSA) 

such as coagulase–negative staphylococci and multi–resistant enterococci. They inhibit cell 

wall synthesis by interfering with a late stage in the assembly of the peptidoglycan and 

consequent block of cell growth, subsequently leading to cell death.  

In the 1980s, the family of fluoroquinolones, with norfloxacin and ciprofloxacin as 

representative drugs, gave an impressive boost to the treatment of various infections. [78] 

The advantages of these drugs are that they are safe and can be orally administered. They 

inhibit an enzyme called gyrase, a topoisomerase II which introduces negative supercoils in 

the DNA of bacteria during its replication. [79] Fluoroquinolones also inhibit topoisomerase 

IV in different species like S. pneumoniae, S. aureus and E. coli. [80] The improvement of 
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potency against Gram–positive and anaerobe bacteria is the main goal of the research in 

fluoroquinolones. [81] Further on, erythromycin A, isolated from Streptomyces erythraeus, 

belongs to the family of macrolides. The molecules of this class of antibiotics interfere with 

the biosynthesis of proteins acting on an enzyme, peptidyl transferase, located in the 50S 

ribosomal subunit of bacteria. [82] Another class of antibiotics is represented by 

tetracyclines. They are known for their low toxicity and cost and a broad spectrum of 

activity. They are bacteriostatic, blocking the aminoacyl–tRNA on the 30S ribosome. [83] 

Going forward, in the last decades, only one novel class of antibiotics from basic research 

had a relevant clinical interest, the oxazolidinones. In the beginning, compound DUP 721 64 

was discovered in the mid–1980s, but it exhibited lethal toxicity in in vivo assays. 

Compounds U–100592 65 and U–100766 66.62 are now under clinical trial, due to their 

activity against resistant Gram–positive bacteria. As for their mechanism of action, they 

seem to inhibit an early step in the protein synthesis of those bacteria. [84] 

Nowadays, antibiotic resistance is a crucial problem worldwide. Antibiotic resistance 

consists of a decreased sensitivity for a specific antibiotic, which allows the survival of the 

bacterium. Antibiotic resistance has its root in: a) the possibility that patients do not comply 

with the right therapy; b) the over–prescription of antibiotics. Antibiotic over–prescription 

represents a worldwide issue for the large number of antibiotics used in intensive farming 

and used at a lower dose than those expected to eradicate bacteria; c) the prophylaxis against 

infections of immunocompromised patients. Although in past years the antibacterial 

development lost interest, nowadays some pharmaceutical companies are re–investing in the 

field, trying to improve the potency of known antibiotic treatments, but also applying new 

approaches to antibacterial drug discovery. [85] 
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5a. Introduction to microtubule−targeting agents (MTAs) for 

cancer chemotherapy 

 

One of the most challenging diseases worldwide is cancer, with its multiple ways of 

occurring and different involved pathways. Cancer is counted among the 

non−communicable diseases (NCDs) and causes 22% of the entire category of NCDs. [86] 

Cancer treatment is an important clinical issue; the academic and industrial research in this 

field is focused on improving both potency and safety of the therapies. [87] Cancer is 

characterized by different features; one of them is the uncontrolled cell division. The cell 

cycle is characterized by different alternating phases: G1 (Gap 1), S (mainly DNA synthesis), 

G2 (Gap 2) and M (mitosis). Many cytotoxic compounds with anticancer potential activity 

are implicated in the blockade of the cell cycle, at different steps. [88] The main tool during 

the cell cycle is the mitotic spindle, mainly composed of intertwined microtubules (MT). 

Microtubules, consisting of heterodimers of α− and β−tubulin, are characterized by a fine–

tuned equilibrium between polymerization and depolymerization; hence, anticancer drugs 

directed against MTs as main targets tend to interfere with this well–organized equilibrium. 

[89–91] Even if the targeting of microtubules is a widely used approach for anticancer field 

and loads of molecules were designed and synthesized, [92] in most cases, unfortunately, 

little is known about how these drugs affect the cell cycle leading to apoptosis. 

Microtubule−targeting agents (MTAs) are one of the most representative categories of 

compounds interfering with the cancer cell cycle; therefore, they are targeted to treat both 

solid and hematological tumors. [93] MTAs are conceptually sorted out taking into account 

their interference with the polymerization or depolymerization phases of the microtubule 

equilibrium: microtubule−stabilizing agents (MSAs) and microtubule−destabilizing agents 

(MDAs). [94] Since compounds binding to tubulin can interact with taxane−, vinca−, 

colchicine−, laulimalide/peluroside−, pironetin− or maytansine−binding site on tubulin, 

MTAs could also be classified based on their main targeting portion on the tubulin active 

site. [95] As for the taxanes, paclitaxel was the first MT stabilizing agent to be discovered 

from Taxus brevifolia. It is chemically a hydrophobic compound and, from the late 1960s, it 

became important for its antitumor effect on multiple preclinical cancer models. [96] Taxanes 

have a well–known activity against a large number of solid tumors, like gastric, sarcoma, 

melanoma, bladder, endometrial, small cell lung, hormone–refractory prostate, esophageal, 

and germ–cell carcinoma. [97] As for the binding of taxanes to tubulin, they bind to a unique 
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binding site inside the lumen of the microtubule, not competing with colchicine or vinca 

alkaloids. [98,99] Regarding vinca alkaloids, they were the first MTAs to become well–

known in mainstream chemotherapy. [100] They have a complex binding to MTs. From the 

binding mode of vinblastine, it was shown its interaction between tubulin heterodimers at 

the inter–dimer interface, different from taxanes and colchicine binding sites. [101] 

Laulimalide [102] and peloruside A [103] also act as a promoter of tubulin polymerization, 

binding to a different binding site on tubulin. Their exact binding location on tubulin is still 

not clear. These compounds seem to bind to a specific site on the α–tubulin and exhibit 

microtubule–stabilizing effects similar to that of paclitaxel. [104] Laulimalides and 

pelorusides are potent MSAs, but they are in the early stages of development. As concerns 

pironetin, it was isolated from the culture broths of Streptomyces sp. NK10958. [105] 

Pirotenin and its derivatives block cell cycle in M–phase, showing a potent antitumor 

activity. [106] It is the only known molecule that binds to α–tubulin with a covalent 

interaction. Thus, pironetin–like compounds could be considered for the treatment of tumors 

resistant to β–tubulin–targeting drugs. Maytansine is a drug approved by the FDA for the 

treatment of breast cancer. In 2014, Prota et al. reported the crystal structure of the tubulin–

maytansine complex. Maytansine inhibits tubulin polymerization binding to β–tubulin. [107] 

Colchicine is approved for the treatment of recurrent pericarditis [108] and is effective for 

the treatment of gout and another inflammatory disease, the familial Mediterranean fever 

(FMF). [109] The anti–inflammatory effect of colchicine is still unclear; it is known to block 

inflammation through inhibition of pro–inflammatory cytokines (e.g. IL–1β) caused by 

neutrophils and monocytes. The therapeutic activity seems to derive from the inhibition of 

microtubule polymerization in these cells, but it is unknown why antimitotic side effects are 

not manifested. [110] The colchicine–binding pocket is located on β−tubulin at its interface 

with α−tubulin. Agents targeting the same portion of the pocket as colchicine, then called 

colchicine−binding site inhibitors (CBSIs), have as representative compounds colchicine, 

combretastatin A−1 (CA−1) and A−4 (CA−4). [111,112] Currently, no CBSI has entered the 

market, even if some CBSIs have been evaluated for phase I−II clinical trials (combretastatin 

A−1 phosphate and A−4 phosphate, 2−methoxyestradiol and verubulin). [113] However, 

colchicine−binding pocket on tubulin is a neverending drug discovery challenge, [114–116] 

therefore we decided to proceed in finding new hints for the development of new inhibitors. 

Different series of benzotriazolacrylonitrile derivatives recognized as 

microtubule−destabilizing agents (MDAs) were synthesized from our group through the 

years. [117–122] From the first series of compounds, [118] it was quite evident the higher 
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antiproliferative effect elicited by the  1H−benzotriazole derivatives, while 

2H−benzotriazole ones presented a weaker activity. Among all compounds, the lead 

compound (E)-2-(1H-benzo[d][1-3]triazol-1-yl)-3-(4-methoxyphenyl)acrylonitrile, labeled 

as 34, showed  an IC50 of 0.2 µM on CCRF−CCM leukemia cell line and triggered a blockade 

of the cell cycle in G2/M phase in K−562 leukemia cells. In particular, our lead showed to 

inhibit tubulin assembly, and some computational and experimental studies confirmed 

compound 34 as an MDA interacting colchicine−binding site on tubulin. [121]  

Chapters 5 and 6 of the present Thesis focus on the design, synthesis and biological 

assessment of new series of benzotriazole−based compounds acting as MTAs. Starting from 

compound 34, the benzotriazole scaffold was opportunely manipulated to improve the 

strength of the interaction between tubulin and the ligand. A frequently pursued approach in 

Medicinal Chemistry optimization is the replacement of hydrogen atoms with fluorines to 

improve drug−likeness features such as:  metabolic stability (protection of metabolically 

weak sites on the ligand sensitive to oxidation by cytochrome P450 [123]), lipophilicity, 

bioavailability and target−ligand interactions through the pKa modification. [124,125] With 

this knowledge in our hands, we introduced fluorine atoms in a benzotriazole backbone of 

our lead 34. 

Figure 1 depicts the new series of (E)(Z)-2-(5,6-difluoro-(1H)2H-benzo[d][1-3]triazol-1(2)-

yl)-3-(R)acrylonitrile (9a−j, 10e, 11a,b) and (E)-2-(1H-benzo[d][1-3]triazol-1-yl)-3-

(R)acrylonitrile derivatives (13d,j), which was designed, synthesized and assessed through 

several biological assays. Compound 9a was selected as the lead compound of the series 

through a preliminary in vitro screening of the National Cancer Institute (NCI) of Bethesda, 

USA. Both computational and experimental studies were conducted on compound 9a, and 

detailed results are reported in Chapter 5, while the Experimental section is reported in 

Chapter 8. [126] 

From the insights obtained by the evaluation of compound 9a, the substitution with fluorine 

atoms on the benzotriazole scaffold seemed to be beneficial for the biological activity of the 

compounds, so we decided to maintain the substituent but explore other positions. A new 

4'−fluoro−substituted series of compounds (5−13) was designed, synthesized and 

biologically evaluated. The results for this new series will be discussed in Chapter 6 of the 

Thesis and the Experimental section for these molecules is reported in Chapter 8. 



 
22 

 

Figure 1. General structure of a) previously published derivatives b) di−fluoro (see Chapter 5) and 

mono–fluoro (see Chapter 6) derivatives.  
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5. Project #1: A comprehensive assessment of a new series of 

5',6'–difluorobenzotriazole−acrylonitrile derivatives as 

microtubule targeting agents (MTAs) 

 

The present project was recently published: 

F. Riu, et al., A comprehensive assessment of a new series of 5',6'–difluorobenzotriazole–

acrylonitrile derivatives as microtubule targeting agents (MTAs), Eur. J. Med. Chem., 2021, 222, 

113590. https://doi.org/10.1016/j.ejmech.2021.113590. 

 

5.1. Results and Discussion 

 

5.1.1. Rationale and Docking prediction 

Starting from the already published benzotriazolacrylonitrile derivatives, [117–122] 

particularly from compound 34, the initial idea was to introduce fluorine atoms in the main 

benzotriazole scaffold. The computational affinity prediction of the 34–analog 9b was 

evaluated through Molecular Docking calculations. Compound 34 and its parental 

compound 9b were docked in the colchicine−binding site on tubulin. As different 

co−crystallized structures of the tubulin−colchicine complex are available in the Protein 

Data Bank, [127] crystal structure 4O2B was selected as one of the most recent and with 

better resolution (2.30 Å). [128] The crystal structure was manipulated through PyMOL: 

[129] water and other entities were removed from the workspace, apart from tubulin and 

colchicine. Colchicine was removed from the active site, leaving the apo−form of tubulin 

(protein without ligand, endogenous or exogenous), only α− and β−subunits of tubulin were 

considered for the docking studies, to have a less time−consuming system and for a better 

visual investigation. 

Colchicine, compounds 34 and 9b were docked in the colchicine−binding site at the interface 

between α− and β−tubulin. The best−predicted pose of colchicine ranked affinity energy of 

−9.8 kcal⋅mol−1, compound 34 −6.7 kcal⋅mol−1 and compound 9b −8.6 kcal⋅mol−1. 

Therefore, compound 9b demonstrated a higher affinity for tubulin binding site in 

comparison to compound 34, being then worth to be synthesized. To justify these values, a 

deeper analysis of the different protein−ligand interactions was necessary. The two− and 

https://doi.org/10.1016/j.ejmech.2021.113590
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three−dimensional inspection was made through different programs: PyMOL, [28] LigPlot+, 

[29] and Maestro. [130] 

Analyzing the re−docked pose of colchicine, the tropolone ring showed a hydrophobic 

interaction with Alaα180, while the trimethoxyphenyl portion pointed towards the 

hydrophobic region formed by different amino acids such as Metβ259, Asnβ258, Leuβ255, 

Lysβ254, Aspβ251, Alaβ250, Leuβ248, Leuβ242 and Cysβ241. 

As shown in Figure 2, compound 34 displayed a predominant effect of the hydrophobic 

interactions with the exposed amino acids of the tubulin binding site. An electrostatic 

contribution to the binding is given by a hydrogen bond (H−bond) between the amidic 

nitrogen atom of Asnα101 and its acceptor oxygen of the methoxyl group. 

The fluorine atoms in compound 9b have a beneficial effect on the benzotriazole backbone. 

The most−favored pose of compound 9b showed two F⋅⋅⋅N electrostatic interactions, called 

fluorine bonds, a type of dipole−dipole interaction. [131] The electron−acceptor fluorine 

atom in C−5' on the benzotriazole backbone electrostatically interacts with intrinsic nitrogen 

atoms of Cysβ241 and Leuβ242. The benzotriazole carbon backbone has hydrophobic 

interactions with the carbons of the isobutyl side chain of Leuβ242. More in–depth, the 

benzene ring provides hydrophobic interactions with Alaβ250, Aspβ251 and Leuβ255, while 

the side−chain benzene moiety creates van der Waals interactions with aas located in the 

opposite portion of the binding pocket, such as Leuβ248, Gluα183, Lysβ254 and Asnβ258. 

The methoxyl group of compounds 34 and 9b in their best−predicted pose have a different 

orientation, hence compound 34 can engage an H−bond with Asn101, while the same portion 

in compound 9b prefers hydrophobic interactions with the surrounding aas in the binding 

pocket; in particular, the carbon atom of the methoxyl group have a hydrophobic interaction 

with Lysβ254. 

Figure 3 shows a different 2D representation of the polar and nonpolar interactions between 

compound 9b and the aas of tubulin active site. The methoxyl group was predicted to be the 

most solvent−exposed portion of the derivative, pointing toward the outer portion of the 

binding pocket. 

Using AutoDockTools, [132] a different docking investigation was carried out on compound 

9b−tubulin complex, but some aas (Serα178, Thrα179, Alaα180 and Alaα181), recognized 

as crucial for the binding, were set as flexible. Even in this case, the affinity energy was 

higher for compound 9b (−7.4 kcal⋅mol−1) compared to compound 34 (−6.7 kcal⋅mol−1). 

[126] 
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Figure 2. 2D comparison of the polar–nonpolar interactions between compounds 34 (A) and 9b (B) 

and the amino acids at the interface between α− and β−tubulin. Green dashed lines represent 

hydrogen bonds, red hash marks hydrophobic interactions. Atom colors: carbon, black; nitrogen, 

blue; fluorine, green; oxygen, red. Amino acids are labeled with the residue name, the subunit and 

the related number. Distances are given in Å. Figure made by using LigPlot+. [126] 
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Figure 3. Ligand Interaction Diagram and LID legend of the different interactions between 

compound 9b and different amino acids in the tubulin−binding pocket. [126] Residue markers are 

colored according to residue type (green = hydrophobic, cyan = polar, red = negative, purple = 

positive). Green and cyan lines represent the interactions between 9b and the different portions of 

the binding pocket. The gap in the line shows the opening of the pocket. Grey atom markers on the 

background of ligand structure represent the solvent−accessible surface area (SASA) of that atom, 

and the marker size represents the amount of exposure. Each protein residue is depicted as a “guitar 

pick”: it points away from the ligand when the aa backbone faces towards the ligand, or it points to 

the ligand when the aa side chain faces towards the ligand. Cut−off default of 4 Å was used. Figure 

made by using Maestro. [130] 
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5.1.2. Chemistry 

 

 

Scheme 2. (A) Synthetic route of (E)(Z)-2-(5,6-difluoro-(1H)2H-benzo[d][1,2,3]triazol-1(2)-yl)-3-

(R)acrylonitrile (9a−j, 10e, 11a,b) and (B) (E)-2-(1H-benzo[d][1,2,3]triazol-1-yl)-3-(R)acrylonitrile 

derivatives (13d,j). Reaction conditions: (a) (CH3COO)2O, 10 min, 0 °C; (b) KNO3, H2SO4, 2h, r.t.; 

(c) H2SO4 conc, 2h, reflux; (d) H2, Pd/C, 2 h, r.t.; (e) NaNO2, HCl, 20 h, r.t.; (f) ClCH2CN, KOH, 

DMF, o/n, reflux; (g): (1) TEA, toluene, 110 °C, or (2) DIMCARB, CH3CN, 60 °C or (3) piperidine, 

CH3CN, 60 °C; reaction conditions were chosen to obtain full conversion. [126] 

 

Scheme 2 describes the synthetic approach followed to obtain final compounds 9a−j, 10e, 

11a,b and 13d−j. Scheme 2A depicts the synthesis of acetonitrile isomers 7a,b, as starting 

materials for the last Knoevenagel reaction to afford the desired acrylonitrile products, 

shown in Scheme 2B. Starting from 3,4−difluorodianiline, the ring closure was obtained 

through acetylation, nitration, hydrolysis, reduction and cyclization in acidic conditions, 
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yielding 5',6'−difluorobenzotriazole 6. Geometric acetonitrile isomers 7a,b were obtained 

by reaction with chloroacetonitrile (ClCH2CN) in basic conditions (KOH). Isomers in N−1' 

and N−2' positions on the triazole ring were used as starting materials for the final reaction. 

Knoevenagel condensation generally yielded E−isomers of the final compounds. Z−isomers 

were in some cases found in traces, not enough to be characterized. Only compound 10e is 

the Z−isomer of the p−nitro derivative with the acrylonitrile chain in position N−1'. Three 

different reaction conditions were used: (1) triethylamine (TEA) in toluene (classic 

conditions previously described [117–122]), (2) DIMCARB (dimethylammonium 

dimethylcarbammate), both base and catalyst in the reaction, [133] in acetonitrile, and (3) 

piperidine in acetonitrile. The E− and Z−isomers 9e and 10e were obtained in the presence 

of DIMCARB or TEA as catalysts, respectively. Compounds 13d,j were obtained by 

Knoevenagel condensation, as previously reported by us,  [117–122] between the acetonitrile 

isomer 12a and aldehydes 8d,j. The acrylonitrile chain was substituted leading to 

compounds provided with different activity compared to similar compounds previously 

published by us [117–122] or by colleagues. [134] Adding the 4−hydroxyphenyl and 

isoquinolin–5–yl moiety as new substituents, the previous series of 34 analogs was expanded 

with derivatives 13d,j. [126] 

 

5.1.3. E/Z isomers characterization by NMR spectroscopy 

NMR characterization of E/Z isomers was mainly investigated by Dr. M. A. Scorciapino 

(Department of Chemical and Geological Sciences, University of Cagliari, Italy).  

To fully characterize E− and Z−isomers of this series of compounds, derivative 9i was taken 

as a prototype. This compound was first obtained as an isomeric mixture with a small amount 

of the parental Z−compound. The 1H−NMR spectrum of the mixture clearly showed distinct 

signals of the two compounds, without any overlap among the different resonances. The 

assignments for both isomers are reported in Figure 4. The two sets of peaks were easily 

identified also due to their different concentrations (ratio 6:1, relative intensity). Resonance 

labeled with A corresponds to E−isomer compound 9i, those with B to the Z−isomer. The 

highest shift between the two isomers was obtained for H−4'', H−6'', H−7'' and H−7', the 

closest to the unsaturation of the acrylonitrile region. [126] 
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Figure 4. Representation of 1H−NMR spectrum and full assignment of compound 9i (E−isomer, A) 

and the correspondent Z−isomer (B). [126] 

 

Further investigation interested 1D−NOESY experiments. In Figure 5, the “red thunder” 

sign indicates the protons selectively excited, while green triangles point toward the protons 

which acquire intensity through the NOE effect. The result of this technique is the selective 

inversion of one resonance, transferring positive magnetization during relaxation to all 

protons through space closer than ~ 5 Å. In Figure 5a, the resonance of H−2'' of the major 

compound (9i) was selectively inverted; in Figure 5b, vinylic H−3, and positive NOE effect 

was received by H−4'' and H−6'' of the benzodioxolyl, and H−7' of the benzotriazole 

scaffold, while the selective inversion of the vinylic H−3 in the minor product transferred 

positive NOE effect only on H−4'' and H−6''. This proves that the major product is an 

E−isomer since H−7' can easily approach H−3 by simple rotation around C2−N1' bond. 

Analyzing the chemical shifts and focusing on the benzotriazole, the distance between the 

resonances of H−4' and H−7' is ~ 0.20 ppm for the major compound (9i), while the minor 

product (Z−isomer) has a distance of 0.50 ppm. In general, the same behavior of compound 

9i was noticed in the other obtained products, with a distance in the H−4' and H−7' 

resonances ≤ 0.15 ppm. Accordingly, due to steric reasons, all compounds are assumed to 

be E−isomer compounds except 10e. [126] 
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Figure 5. Superimposition of a series of selective 1D−NOESY on compound 9i. (a) Resonance H−2'' 

of the E−isomer is selectively inverted. Resonances H−4'' and H−7'' receive positive NOE. (b) 

Resonance H−3 of the E−isomer is selectively inverted. Resonances H−4'', H−6'' and H−7' receive 

positive NOE. (c) Resonance H−3 of the Z−isomer is selectively inverted. Resonances H−4'' and 

H−6'' receive positive NOE. [126] 

 

Furthermore, the proton signals of vinylic H in 9e and 10e showed only a slight difference 

in chemical shift. An interesting effect was also highlighted by the comparison of the two 

13C−NMR spectra of compounds 9e and 10e, E− and Z−isomers respectively. As shown in 

Figure 6, the vinylic CH signal showed a great difference in chemical shift. [126] 

 

 

 

Figure 6. Comparison of chemical shifts in 13C−NMR spectra of compounds 9e (blue) and 10e (red): 

Δδ ~ 38 ppm. [126] 
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5.2.4. Biology 

 

5.2.4.1. Antiproliferative activity: NCI60 in vitro screening 

The first biological evaluation was assessed through the NIC60 in vitro screening, offered 

by the National Cancer Institute (NCI) in Bethesda (Maryland, USA). The cellular panel is 

composed of 60 tumor cell lines, grouped in 9 solid (non−small cell lung, colon, central 

nervous system – CNS, ovarian, renal, prostate, breast cancer, and melanoma) and 

hematological (leukemia) tumors. The preliminary “single dose” assay consists of an 

administration of each compound at 10 µM concentration, to evaluate the potential cytostatic 

or cytotoxic effect. Then, if a compound satisfies the threshold inhibition criteria in the 

minimum number of cancer cell lines, it is selected for the 5−dose assay, and the compound 

is tested in different concentrations ranging from 100 µM and 10 nM. The detailed NCI 

report for each tested compound is reported in the Supplementary Material section of the 

published paper. [126] In general, results confirm the trend of the previous series, [117,118] 

showing the higher potency of the 1H−benzotriazole derivatives (9a−j, 10e) in comparison 

to the 2H−benzotriazole ones (11a,b).  

Between the 1H−benzotriazole derivatives, compounds 9a (p−CH3), 9e (p−NO2), 9g (p−Cl) 

and 9h (p−Br) were selected for the 5−dose screening. Evaluating the inhibition potency and 

the number of cancer cell lines affected by this antiproliferative activity, compound 9a 

resulted as the most potent antiproliferative agent of the series and was considered as lead 

compound. Figure 7 reports the antiproliferative activity of compound 9a, both at 10 and 1 

µM, against the entire panel of tumor cell lines. GI50 (concentration of a cytostatic derivative 

for 50% of maximal inhibition of cell proliferation), TGI (tumor growth inhibition) and LC50 

(concentration of a cytotoxic derivative for 50% of maximal cellular inhibition) values, 

averaged for each cancer panel, were also evaluated. At 10 µM, growth inhibition (GI) in 

the range of 60−100% were registered in the complete panel of cancer cell lines, after 

treatment with compound 9a. A cytotoxic effect was revealed in seventeen lines, with lethal 

percentages up to 90%. At 1 µM, it inhibited cell growth with percentages from 40 to 60% 

against eight tumor cell lines, and from 70 to 100% against seven cancer cell lines. General 

GI50 values are up to 0.1 µM, LC50 and TGI come up to 1 µM. [126] 
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Figure 7. NCI60 in vitro screening for compound 9a against the 60 NCI tumor cell lines. Percentage 

of Growth Inhibition (%) is reported for the treatment of each tumor cell line; each frame represents 

a type of cancer. For each group, a range of GI50, TGI and LC50 values is reported; values are 

expressed as a molar concentration (M). [126] 

 

As for 1H−benzotriazole derivatives 13d,j, compound 13d did not overcome the preliminary 

single−dose assay, while 13j (isoquinolin–5–yl derivative), showed good GI values both at 

10 and 1 µM. At 1 µM, its best activity was measured on CCRF−CEM leukemia line, with 

complete inhibition of cell growth. Figure 8 shows the antiproliferative activity of 13j on the 

most affected tumor cell lines. [126] 
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Figure 8. Bar chart of the growth inhibition percentages for the seven most representative tumor cell 

lines treated with compound 13j, at 1 or 10 µM concentration. The table shows a range of GI50, TGI 

and LC50 values (M) for each reported type of cancer. [126]  

 

 

The following cell cycle analyses through XTT assay and flow cytometry were performed by 

Prof. Bagella group (Department of Biomedical Sciences, University of Sassari, Italy; 

Sbarro Institute for Cancer Research and Molecular Medicine, Center for Biotechnology, 

College of Science and Technology, Temple University, Philadelphia, USA). 

 

5.1.4.2. IC50 and mechanism of action of compound 9a against HeLa cells 

On this basis, compound 9a was employed for further biological assessment. To understand 

if this compound could be considered as microtubule−destabilizing agent (MDA), [117–122] 

two types of tests were performed: XTT and flow cytometry assays.  

The XTT is a colorimetric assay based on changes in the light absorbance of tetrazolium 

salts. These salts are absorbed into cells when added to the culture medium, then reduced by 

the metabolic activity of dehydrogenase enzymes, obtaining a chromogenic formazan 

product. This process occurs only when cells are metabolically active; therefore, XTT assay 

detects only viable cells. Compound 9a was administered in the culture medium of HeLa 

cells at different concentrations, between 5 and 0.1 µM. After 24 and 48 h, the absorbance 

data were collected and the percentage of cell viability was calculated. [135] Significant 



 
34 

evidence was shown after 48 h of administration, with 50% of alive cells and an IC50 = 3.2 

µM. 

Flow cytometry shows the change in DNA content after the administration of a compound, 

to prove the effect of compound 9a on the cell cycle of HeLa cells. After 24 h, the control 

medium has a 30% of cells in G2/M−phase; administering compound 9a at 10 and 5 µM, an 

increase of cells in G2/M−phase was displayed after 24 h, 54% and 66% respectively. This 

increase led to a decrease of cells in G1−phase: if the control has 65% HeLa cells in 

G1−phase, the percentage decreases to 20% at 10 µM and 39% at 5 µM. After 48 h of 

treatment, an increase of cells in G2/M−phase (87%), with 10% of cells in G1−phase was 

detected, while at 5 µM, there is a 41% of cells in G1−phase and 50% of cells in 

G2/M−phase. Flow cytometry results are reported in Figure 9. [126]  

 

 

Figure 9. Cell cycle phase distribution analysis after treatment with compound 9a in HeLa cells. A) 

Cell cycle profiles of HeLa cells treated with 5 μM and 10 μM of compound 9a after 24 or 48 h. 

Treatment with 5 μM of compound 9a causes an increase of cells in G2/M−phase after 24 h with a 

complete block at 10 μM after 48 h from the administration. B) Histogram showing percentages of 

cells in the different phases. [126] 
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The following fluorescence microscopy screening, high−content confocal microscopy 

screening and the colchicine–competition assay were assessed by Dr. Michele Lai 

(Retrovirus Centre, Department of Translational Medicine and New Technologies in 

Medicine and Surgery, University of Pisa, Italy; CISUP – Centre for Instrumentation 

Sharing – University of Pisa, Italy). 

 

5.1.4.3. The effect of compound 9a on cytokinesis in HeLa cells 

Later, compound 9a was further investigated through fluorescence microscopy after 

administration, for 4 h. An increase of cells in the G2/M−phase was previously shown, hence 

the number of incomplete cytokinesis events per field was counted. Figure 10 reports the 

results of the cytokinesis screening, where an increase of incomplete cell divisions could be 

appreciated starting from 0.3 µM concentration. From a conformational point of view, an 

overall increase in cell dimension was observed in treated HeLa cells compared to controls. 

This effect further confirms the cell−cycle blockade; moreover, the increase of the 

cytoplasmic area suggests the onset of a senescent−like phenotype. [126] 

 

Figure 10. Fluorescence microscopy assay showing cytokinesis events in HeLa cells. A) Images, 

taken 48 h treatment with 9a and controls stained with β−tubulin, show an increase of incomplete 

cell divisions starting from 0.3 μM. B) Kruskal−Wallis test with multiple comparisons performed on 

the number of incomplete cell divisions per field. *** P(< 0.0001); ns = not significant. [126] 
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5.1.4.4. High−content imaging on HeLa cells 

To confirm the activity on the target, tubulin behavior after treatment was evaluated treating 

HeLa cells with compound 9a for 24 h at different concentrations (10, 25, 50, 100 and 500 

nM). Cells were stained for β−tubulin and processed through high−content confocal 

microscopy screening. As shown in Figure 11, β−tubulin disassembly is visible from a 

concentration of 50 nM. Regarding the cell shape, HeLa cells increased their dimension by 

three times, compared to controls. [126] 

 

Figure 11. High content confocal screening on HeLa cells after administration of compound 9a. A) 

Increasing doses of 9a were used to treat HeLa cells for 24 h. Then, cells were stained for β−tubulin 

(green) and nuclei (DAPI−blue). We observed the disruption of microtubules starting from a 

concentration of 50 nM. B) One−way ANOVA analysis performed on cytoplasm area using 

high−content screening. Data are expressed as mean ± SD. Experiments were performed with three 

biological and three technical replicates. [126] 

 

 

 

 

5.1.4.5. Compound 9a competes for the colchicine−biding site on tubulin 

Together with the implication of compound 9a in the β−tubulin disassembly, we wanted to 

prove the specificity of binding of this derivative to the colchicine−binding site on tubulin. 

A colchicine−competition assay was undertaken. Figure 12 contains a schematic 

representation of the effect of colchicine and compound 9a on tubulin polymerization and 

their competition effect following their co−administration. Blue triangles line shows a 

reduction in tubulin polymerization in the presence of compound 9a. Red triangles, instead, 

confirm the competition of compound 9a with colchicine for the same binding site on 

tubulin, decreasing the effectiveness of colchicine. [126] 
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Figure 12. Schematic representation of the colchicine−competition assay on HeLa cells. Tubulin 

was pre−incubated with an equimolar concentration of colchicine, 9a and 9a+colchicine. Then, 

tubulin polymerization was assessed by measuring absorbance every two seconds for a total of 30 

min. Statistical analyses were performed using a one−sample T test and expressed as mean ± SD, * 

p ≤ 0,01. Side scale bars compare tubulin/9a (upper bar) and 9a+colchicine/colchicine (lower bar) 

curves. [126] 

 

 

The following Kinetics of Cytotoxicity and Proliferation assay was assessed by Kitos Biotech 

(Sassari, Italy). 

 

 

5.1.4.6. Cytotoxicity effect of compound 9a in presence or absence of an extrusion pump 

inhibitor (EPI) 

Overexpression of extrusion pumps (EPs) is one of the main factors responsible for drug 

resistance in cancer cells. The augmented activity of drug extrusion dramatically decreases 

the drug concentration in the cytoplasmic environment, consequently decreasing the 

effectiveness of the drug at its intracellular target. Therefore, we decided to test our lead 

compound in combination with previously synthetized EP inhibitors.  

A498 and A549 cell lines were also included in the NCI60 panel used for the preliminary 

antiproliferative screening, hence the preliminary results showed before were used to 

extrapolate the concentration range to test compound 9a in this co−administration assay. 

Compound SS26 was selected from our EPI library (structure not shown for Intellectual 

Property rights). As reported in Figure 13, the activity of SS26 as EPI was tested by 

co−administration assay with doxorubicin (known EP client) in HCT−15 colon cancer cell 

line. [126] 
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Figure 13. Biological activity of EPI SS26, showing the effect of doxorubicin alone or in 

co−administration with SS26 in HCT−15 tumor cell line. [126] 

 

To evaluate the effect of the combination 9a + SS26, four drug−resistant cancer cell lines 

characterized by EP overexpression were selected, A498 and A–704 (kidney cancer), A549 

(non−small cell lung cancer) and HT1197 (bladder cancer). [136] 

Figure 14 shows the growth percentage of each drug−resistant cell line treated for 24, 48 and 

72 h, with different concentrations of compound 9a (16, 8, 4, 2 and 1 µM), in the presence 

or absence of compound SS26. Derivative SS26 was always used at 1 µM as standard 

concentration. Data at 24 h were reported for the sake of completeness since the cell growth 

was not stable after one day after seeding, hence the results are not reliable. Analyzing the 

percentages of growth at 48 and 72 h, we can appreciate the beneficial effect of this 

co−administration since cell growth inhibition is greatly improved for the A−704 cell line at 

48 and 72 h. [126] 
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Figure 14. Co−administration assay of compound 9a and EPI SS26. In the y−axis is reported the 

growth percentage of the tumor cells treated with compound 9a alone and in association with EPI 

SS26. Data are reported as Loess model with 95% confidence interval. This co−administration assay 

highlighted different information: compound 9a is client of extrusion pumps, being negatively 

influenced in its antiproliferative potency, and the increased concentration of 9a in the cytoplasmic 

environment notably improves its activity. [126] 
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Figure 15. Cell growth analysis after treatment with compound 9a, alone and in co−administration 

with EPI SS26. Mean ± se. [126] 

 

Figure 15 reports in a different type of graph the results discussed above, concentrating on 

the raw cell growth values. Figure 16, instead, shows the concentration−dependent efficacy 

of the co–administration of 9a + SS26, compared to the control. Table 1 contains IC50, GI50, 

TGI and LC50 data of the treatment of the four drug−resistant cancer cell lines treated with 

the above−mentioned co−administration, at 48 and 72 h. [126] 
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Figure 16. Analysis of the concentration−dependent efficacy for compound 9a alone and in 

co−administration with EPI SS26. Mean ± se. One−side unpaired test for increased efficacy in 

co−treatment with SS26. p−value < 0.05 (*), < 0.01 (**), < 0.001 (***). [126] 

 

Table 1. Determination of IC50, GI50, TGI, and LC50 values at 48 and 72 h of treatment with 

compound 9a alone or in co−administration with EPI SS26. Mean (mean−SD − mean+SD). [126] 

Cell Line 
IC50 

9a 

IC50 

9a + SS26 

GI50 

9a 

GI50 

9a + SS26 

TGI 

9a 

TGI 

9a + SS26 

LC50 

9a 

LC50 

9a + SS26 

48 hours  

A–704 > max conc. > max conc. 14.4 (13.8–15.1) 8.1 (6.3–9.7) > max conc. > max conc. 
> max conc. > max conc. 

A498 8.7 (8–9.4) 9.6 (8.9–10.2) 7.1 (6.8–7.4) 7.7 (7.3–8.1) 13.1 (12.5–13.7) 15.2 (14.5–15.9) 
> max conc. > max conc. 

A549 7.1 (6.9–7.3) 6.2 (6.1–6.3) 6.1 (5.9–6.4) 5.6 (5.3–5.8) 12.1 (11.5–12.7) 11.9 (11.4–12.4) 
> max conc. > max conc. 

HT1197 > max conc. > max conc. 2.7 (2.5–2.8) 1.9 (1.7–2.1) 5.8 (5.4–6.4) 4.9 (3.9–6.4) 
> max conc. > max conc. 

72 hours  

A–704 > max conc. 15.3 (14.4–NA) 12.5 (11.9–13) 6.5 (5.1–7.8) > max conc. > max conc. > max conc. > max conc. 

A498 7.5 (7–8.1) 6.2 (5.9–6.6) 7 (6.8–7.3) 6.1 (5.9–6.4) > max conc. 12.6 (12.1–13.1) > max conc. > max conc. 

A549 5.7 (5.7–5.8) 5 (4.9–5.2) 5.6 (5.4–5.8) 5.2 (4.9–5.4) 10.2 (9.8–10.6) 10.2 (9.9–10.5) > max conc. > max conc. 

HT1197 7 (6.3–8.1) 5.4 (4.9–5.9) 2.5 (2.2–2.7) 1.5 (1.4–1.6) 5.3 (4.7–6) 3.7 (3.2–4.3) > max conc. > max conc. 
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5.1.5. Compound 9a docks in the colchicine−binding site at the interface between α− 

and β−tubulin 

As previously carried out for compounds 34 and 9b, a docking investigation was conducted 

on lead 9a using AutoDock Vina and the same docking parameters used before. Figure 17 

represents a 2D and 3D docking representation of compound 9a best−predicted pose. As for 

compound 9b, here too, the role of fluorine bonds is important. The fluorine atom on C−6' 

has two fluorine bonds with the amino groups of Alaβ250 and Leuβ255 of β−tubulin, with 

bond lengths of 4.75 and 4.96 Å, respectively.   

N−3' of the triazole ring has an H−bond with the oxygen of Valβ238 of β−tubulin (4.28 Å), 

while the cyan group of the acrylonitrile linker interacts with the carbonyl oxygen of 

Alaβ317 of β−tubulin (4.29 Å). Compound 9a also establishes different hydrophobic 

interactions in the colchicine−binding site, particularly with the β−subunit. More in−depth, 

the benzotriazole scaffold mainly interacts with some exposed amino acids such as Aspβ251, 

Ileβ318 and Alaβ354, while the tolyl moiety has nonpolar interactions with Leuβ248, 

Asnβ258, Metβ259 and Lysβ352. [126] 

 

Figure 17. A) 3D structure of 9a docking pose in the colchicine−binding site in tubulin. B) 2D 

representation of lead compound 9a showing its polar/nonpolar interactions with the 

colchicine−binding pocket on tubulin. [126] 

 

Focusing on the spatial conformation of the crystal structure of colchicine, its structure was 

superimposed with the best−predicted pose of compound 9a. Figure 18 depicts the 

superimposition of these two structures in the colchicine−binding site at the interface 

between α− and β−tubulin. The benzotriazole scaffold of 9a overlaps with the 
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trimethoxyphenyl portion of colchicine, while the acrylonitrile linker almost overlaps with 

one methoxyl group of the same aromatic portion on colchicine. The tolyl ring of compound 

9a overlaps with the phenoxy ring of colchicine. To sum up, the best−docked pose of 

compound 9a and the deposited crystal structure of colchicine (in 4O2B) occupy the same 

portion of the active site and the two structures overlap in different structural portions, 

allowing a similar spatial conformation in the binding pocket. [126] 

 

 

Figure 18. Superimposition of the best−predicted pose of compound 9a (in light grey) and the crystal 

structure of colchicine (in yellow, PDB code: 4O2B) in the colchicine−binding pocket at the interface 

of α− and β−tubulin. α,β−chains of tubulin are distinguished by different colors: the β−monomer is 

salmon−colored, the α− one is in brick red color. [126] 

 

Given the fact that compound 9a docks in the colchicine−binding pocket on tubulin with a 

spatial conformation almost overlapping with the crystal structure of colchicine, its docked 

structure was compared to different crystal structures of other known CBSIs in phase I−II−III 

clinical trials. The interactions between tubulin and compound 9a or the other CBSIs are 

reported in Figure 19. The selected CBSIs are tivantinib (TIV, PDB ID: 5CB4), [137] 

plinabulin (PLI, PDB ID: 5C8Y) [137] and crolibulin (CRO, PDB ID: 6JCJ). [138] 

Tivantinib is in phase I−II−III for the treatment of several cancers. [139–141] The discovery 

of the direct binding of tivantinib to the colchicine−binding site on tubulin is quite recent; 

its binding mode was found to overlap with that of colchicine. [142] The main electrostatic 
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interactions of tivantinib with tubulin active site are represented by the direct H−bonds with 

Asnβ256 and Alaβ315 of β−tubulin. [137] Plinabulin is in phase I−II in the treatment of 

several types of tumors. [143,144] It is a vascular−disrupting agent (VDA) which has tubulin 

depolymerization as the main mechanism of action. Also, plinabulin crystal structure could 

be overlapped to that of colchicine, binding a deeper portion of β−tubulin and engaging in 

hydrogen bonds with Gluβ198 and Valβ236. [137] The third chosen CBSI, crolibulin, has 

completed a phase II trial for anaplastic thyroid in combined therapy with cisplatin, [145–

147] but it is also employed in the treatment of prostate adenocarcinoma [148] and gliomas. 

[149] Clinical application is affected by the side effects, represented by cardiovascular issues 

and neurotoxicity. [150,151] Its binding at the interface between α− and β−tubulin is 

supported mainly by three hydrogen bonds between its 2−amino, 7−amino and 3−cyano 

groups of the chromene portion with amino acids Thrα179 and Alaβ248 on tubulin, 

respectively. As shown and discussed before, the binding of the best−predicted pose of lead 

9a is mostly focused on β−tubulin, with four H−bonds with alanine, leucine and valine 

exposed residues of the active site. So, comparing the best−predicted pose of compound 9a 

with the crystal structures of these three CBSIs and the colchicine one, we can confirm that 

the most favorable conformational state of compound 9a binds in the same binding pocket, 

but with a different pattern of polar and nonpolar interactions with the exposed amino acids. 

These results indicate compound 9a as an interesting molecule to be further investigated.  

 

Figure 19. Comparison of binding interactions of the best−predicted pose of compound 9a (light 

grey, A, with 4O2B apo−form) and the crystal structures of tivantinib (marine blue, B, 5CB4), 
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plinabulin (dark green, C, 5C8Y) and crolibulin (violet, D, 6JCJ), with the colchicine−binding site 

on tubulin. The α−tubulin subunit is colored in brick red, while β−tubulin is salmon−colored. [126] 

 

5.1.6. Physicochemical, pharmacokinetic and drug−likeness predictions  

Due to a large number of clinical trial failures, physicochemical, pharmacokinetic and 

drug−likeness predictions are rising a growing interest in the Drug Development process. 

Preliminary evaluation of these properties could be of help in designing better Drug 

Candidates. SwissADME (http://www.swissadme.ch) algorithms were applied to our MTAs 

to predict physicochemical, pharmacokinetic and drug−likeness properties as reported in 

Table 2 (the whole SwissADME reports are reported in SM of our published paper). [126]  

The molecules possess a molecular weight in the range of 262 and 372 g/mol. Rotatable 

bonds are from 2 and 5. In general, H−bond donors are absent, while H−bond acceptors 

range from 2 to 5. TPSA (topological polar surface area) is from 54.50 to 100.32 Å2. The 

lipophilicity/hydrophilicity balance is quite equilibrated, with cLogPo/w 2.18−3.83 and LogS 

going from −3.63 to −4.98. Most of the molecules are expected to be moderately 

water−soluble, with few exceptions.  

Regarding the pharmacokinetic profile, all compounds are expected to be adsorbed through 

the gastrointestinal (GI) membrane and to cross the blood−brain barrier (BBB). They are 

predicted to be bad substrates of P−gp, even if we experimentally recognized compound 9a 

to be client of EPs. All compounds showed to possess drug−likeness potential, respecting 

the Lipinski rule−of−five (0 violations) and showing a bioavailability score of 0.55. [126] 

 

Table 2. SwissADME prediction of the physicochemical and pharmacokinetic properties, solubility 

and drug−likeness of compounds 9a−j, 10e, 11a,b and 13d,j. [126] 

 

In “physicochemical properties”, A is acceptors and D donors. TPSA stands for Topological Polar Surface 

Area, calculated in A2. CLog Po/w is the consensus Log P. Log S is a common unit for measuring the solubility, 

and it is calculated with the ESOL method. For the solubility, (m) stands for “moderately” and (p) for “poorly”. 

http://www.swissadme.ch/
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GI means gastrointestinal, BBB blood−brain barrier. Drug−likeness of the molecules are evaluated through the 

Lipinski ‘rule of five’ and (0) refers to the number of violations related to this rule. BS is the bioavailability 

score. 

 

5.2. Conclusions and future outlook 

The entire work is focused on a computational and experimental approach aimed at the 

development of a new series of microtubule−destabilizing agents (MDAs). An initial 

molecular docking study was accomplished on the previous lead 34 [118] and its analog 9b, 

which bears two fluorine atoms in C−5' and C−6' on the benzotriazole scaffold. The docking 

prediction for the new compound displayed an interesting pattern of interactions with the 

colchicine−binding site at the interface of α− and β−tubulin, justifying further experimental 

investigation. The new series of 5',6'−difluoro−benzotriazolacrylonitrile derivatives was 

synthesized and E/Z final products 9a−j, 10e, 11a−b and 13d,j were characterized by NMR 

spectroscopy. Their antiproliferative activity was confirmed through the NCI in vitro 

screening against 60 tumor cell lines of 9 types of cancers. This preliminary assessment 

allowed to select the p−CH3 derivative 9a, as the most potent compound to be further 

investigated. At 1 µM, compound 9a showed growth inhibition percentages between 40 and 

60% against eight cancer cell lines and 70−100% against further seven tumor cell lines. 

Compound 9a was then proposed as a microtubule−destabilizing agent (MDA); to confirm 

this mechanism of action, a cell cycle analysis was performed on HeLa cells, after treatment 

with 9a. Our new lead was demonstrated to block most of the cells in the G2/M−phase, 

causing an increased number of cell division defects and an IC50 value of 3.2 µM. An 

analysis at fluorescence microscopy showed slowed cytokinesis in HeLa cells after 

treatment, while high−content confocal microscopy showed tubulin disassembly. The 

binding to the colchicine−binding site was then confirmed through a competition assay with 

colchicine. Interestingly, the co−administration of compound 9a with an extrusion pump 

inhibitor (EPI), SS26, at a standard concentration of 1 µM, showed an increased 

antiproliferative potency on four drug−resistant cell lines (resistance through overexpression 

of P−gp). All synthesized compounds showed a good profile of pharmacokinetic and 

drug−likeness properties. In summary, compound 9a demonstrated to be endowed with a 

satisfying although preliminary anticancer profile. In Chapter 6 the design, synthesis and 

biological assessment of a parental series of compounds will be discussed, as a follow−up 

of the series presented in Chapter 5.  
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6. A new class of microtubule destabilizing agents (MDAs): 

design, synthesis and biological screening of 

4'−fluoro−benzotriazole−acrylonitrile derivatives 

 

6.1. Rationale and Molecular Modeling Design 

The starting point for the Rational Design of this project is the above–discussed previous 

lead 34, computationally and experimentally recognized as CBSI, [119] and the 5',6'–

difluoro–substituted lead 9a. [126] The present project aimed to follow the path of the 

fluorine substitution on the benzotriazole scaffold, functionalized in different positions on 

the triazole ring with an acrylonitrile moiety. We decided to reinsert hydrogen atoms in C–

5' and C–6' positions, as reported for compound 34, exploring at the same C–4' position, not 

considered for substitution in the previous series. The p–tolyl–, p–methoxyphenyl– and p–

bromophenyl moieties were selected to be linked at the acrylonitrile middle chain. [126] A 

similar synthetic approach was followed to obtain this new class of (E)-2-(4'-fluoro-1H-

benzo[d][1,2,3]triazol-1(2)-yl)-3-(R)acrylonitrile (5–10) and (E)-2-(7'-fluoro-1H-

benzo[d][1,2,3]triazol-1-yl)-3-(R)acrylonitrile (11–13). Compound 5, which differs from 34 

just for the fluorine on C–4', was initially subjected to a preliminary docking prediction. The 

best–predicted pose of compound 5, docked in the colchicine–binding site at the interface of 

α,β–tubulin, was more in–depth studied, analyzing its mode of binding, protein–ligand 

electrostatic and van der Waals interactions. The polar term of the binding seems to be more 

relevant comparing its preliminary docking study and those of compounds 34 and 9a, 

reported in Chapter 5. Each of the three pharmacophoric regions (benzotriazole, middle 

linker and p–substituted phenyl moieties) of the molecule generates two H–bonds with some 

amino acids of the CBS (colchicine–binding site), but interestingly the amino acids all 

belongs to the α–chain on tubulin. The 4'–fluoro benzotriazole scaffold interacts with a 

fluorine bond between fluorine in C–4' and the donor side–chain amine group of Asnα206, 

which in turn also donates an H–bond to triazole N–3'. Nitrile nitrogen in the middle linker 

contacts two side–chain hydroxyl groups of Tyrα224 and Serα178. Methoxyl group is 

oriented to bind with the intrinsic NH and the side–chain hydroxyl group of Thrα145. The 

preferred binding to α–chain on tubulin suggests a new binding mode of these molecules 

with respect to previous lead compounds of the series. [126] Given the potential binding of 

this molecule, compounds 5–13 were considered for synthesis. To further support the 
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rational design of this series of derivatives, they were subjected to a prediction of 

pharmacokinetic and drug–likeness properties through the SwissADME website 

(http://www.swissadme.ch). In general, Mws of the derivatives are in the range of 278–343 

Da and they present a certain degree of rigidity, with 2–3 rotatable bonds. They possess H–

bond acceptor atoms but not donors, as already seen in docking studies. These derivatives 

have a good lipophilic profile, with a Log P range of 2.86–3.54. All designed compounds 

are predicted to be moderately soluble in water, while compound 5 is supposed to completely 

dissolve in the same solvent. Considering the pharmacokinetic properties, they are predicted 

to be highly absorbable from GI (gastrointestinal) barrier and BBB (blood–brain barrier), 

but they are predicted to be bad P–gp substrates. They are considered to possess drug–

likeness properties, as suitable compounds with 0 violations of Lipinski’s rule of five and a 

bioavailability score of 0.55. Only compound 5 is predicted to have lead–likeness properties. 

Docking and ADME predictions suggested continuing to work on this class of molecules. 

 

Figure 20. Docking representation of the best−predicted binding pose of compound 5 and its 

polar/nonpolar interactions with the exposed amino acids of active site at the interface of α,β−tubulin. 

2D picture obtained through LigPlot+ software. [152] 

 

 

http://www.swissadme.ch/
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6.2. Results and Discussion 

6.2.1. Chemistry 

The synthesis of final compounds 5−7, 8−10 and 11−13 is described in Scheme 3.                                                                                                                                                                                                                                                                                                                                                                                    

Benzotriazole intermediate 1 was achieved as previously described. [126,153] The side 

acetonitrile chain was attached to compound 1, in basic conditions, with chloroacetonitrile. 

The alkylation reaction occurs on all the nitrogen atoms on the triazole ring, generating a 

mixture of three different derivatives carrying on the side chain in three different positions: 

isomers 2, 3 and 4 in N−1, N−2 and N−3, respectively. The three isomers were separated by 

flash chromatography and characterized by 2D−NOESY NMR experiments. The last 

Knoevenagel condensation, in basic conditions, carried out on each isomer (2, 3 or 4) with 

different aromatic aldehydes I−III, led to desired acrylonitrile derivatives 5−7, 8−10 and 

11−13. R−groups on aromatic aldehydes were selected from the same library used for the 

previously synthesized MTAs. [44,45,48−51] Depending on the reactivity of the chosen 

isomer, or the selected aldehyde, different reaction conditions were necessary, in terms of 

solvent and base/catalyst: dimethylamine (DMA) for compounds 9, 10, 12; cesium carbonate 

(Cs2CO3) for compounds 8, 11, 13; dimethylammonium dimethylcarbammate (DIMCARB) 

[133] as base and catalyst for derivatives 5−7. 

 

Scheme 3. Synthetic route followed for (E)-2-(4'-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-

(R)acrylonitrile (5–8), (E)-2-(4'-fluoro-2H-benzo[d][1,2,3]triazol-2-yl)-3-(R)acrylonitrile (9–12), 
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(E)-2-(7'-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(R)acrylonitrile derivatives (13−16). Reaction 

conditions: a chloroacetonitrile/KOH (1:1.2), CH3CN, reflux, o/n. b (A) DMA (ratio 1:1.2), CH3CN; 

(B) DIMCARB (ratio 1:1.2), CH3CN; (C) Cs2CO3 (ratio 1:1.2), toluene. 

 

6.2.2. Biology 

6.2.2.1. NCI60 in vitro screening: antiproliferative activity assay 

As previously assessed for 5',6'−difluoro−derived compounds (Chapter 5), 

newly−synthesized derivatives 5−7, 8−10 and 11−13 were screened through the NCI60 in 

vitro assay offered by the Developmental Therapeutics Program (DTP) of the National 

Cancer Institute (NCI) of Bethesda (USA). The followed protocol was already explained in 

Chapter 5; a first single dose of a compound at 10 µM is performed, then, if the 

antiproliferative activity satisfies NCI parameters, the entire panel of tumor cell lines (60 

lines of 9 solid and hematological types of cancers) is treated with 5 different doses of the 

compounds, with a range of 100 µM – 10 nM. As previously shown in different parental 

series of molecules, [119,121,122,126,153] derivatives bearing the acrylonitrile chain in N–

2' of the triazole ring (8–10 for this project), showed an antiproliferative activity on the 

outermost part of the cancer cell lines, insufficient to be selected for further 5–dose in vitro 

screening. As regards the N–3'– and N–1'–substituted derivatives, they all demonstrated high 

potency in the inhibition of tumor cell growth at 10 µM. Hence, derivatives 5–7 and 8–10 

were further tested through the 5−doses NCI60 in vitro assay.  

As for the N–3'−substituted derivatives, compound 11 triggers a good antiproliferative 

activity (70−100%) on the entire panel of tumor cell lines. The same effect was evidenced 

in 9 tumor cell lines at 1 µM. A cytotoxic effect was displayed against 21 or three cell lines, 

at 10 and 1 µM respectively. Compound 13 showed the most potent cytotoxic effect of this 

series on the NCI60 panel. At 10 µM, it almost completely inhibited the cellular growth of 

all cell lines, with a cytotoxic rate of 57 affected lines out of the 60 total cancer lines. At 1 

µM, a cytostatic effect (growth inhibition range of 70−100%) was detected on twelve lines; 

cytotoxicity was expressed on two cancer lines. As well as derivative 11, compound 12 

exerts an overall inhibition of cellular growth ranging from 70 to 100%; interestingly, at 1 

µM, the overall inhibition is around 40−60%. All the leukemia NCI60 panel resulted to be 

sensible to the treatment with compound 12 at 1 µM, with cellular growth ranging from 0 to 

15%. Lethality was displayed on nine cancer lines. Its cytostatic effect is also consistent at 

0.1 µM (100 nM), with growth inhibition percentages of 40−50% against five cell lines of 
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leukemia (K−562 and SR), non−small cell lung cancer − NSCLC (NCI−H522), melanoma 

(MDA−MB−435) and renal cancer (CAKI−1). As for N–1'−substituted derivatives 5 and 7, 

they showed the most potent overall antiproliferative activity, compared to N–2'− and N–3'− 

substituted ones. Compound 6 is currently under evaluation at NCI, hence data for compound 

6 are not discussed. At 10 µM, compound 7 displayed an overall 80−100% cell growth 

inhibition. This derivative, together with compound 13, is one of the most cytotoxic 

compounds of the entire series, with lethal activity on 48 cancer lines. At 1 µM, the most 

affected lines are those of leukemia, NSCL, colon, CNS, ovarian and breast cancers, with 

growth inhibition of 78−94% on 10 lines. At 100 nM, a 50% antiproliferative activity was 

expressed on HOP−92 NSCLC cell line. 

Overall, the p−OCH3 N–1'−substituted derivative 5, is the most potent antiproliferative agent 

of the series, preserving a remarkable activity also at 100 nM. At 10 µM, compound 5 has a 

75−100% cytostatic effect on the complete panel of cancer cells, whilst at 1 µM the overall 

growth inhibition reaches values of ~ 50%, with higher values of 75−100% on entire 

leukemia, colon, CNS and prostate tumor lines. A cytotoxic effect was detected also in other 

cancer lines, but in general consistently lower than other compounds, such as 7 and 13. 

Notably, compound 5 at 100 nM provides an antiproliferative effect ranging from 40 to 80% 

against 9 leukemia, NSCL, colon, ovarian, renal cancer and melanoma lines. Higher 

inhibition rates were reached against MDA−MB−435 (80%) and K−562 (73%) leukemia 

cell lines. No cytotoxic effect is shown at this concentration for compound 5. 

Derivative 5 was selected for further biochemical assessment, due to its overall noteworthy 

antiproliferative effect on a wide range of cancer cell lines at 100 nM. Also, N–3'−derivative 

12 was included in some biological assays, due to its notably cytostatic effect at 100 nM. 
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Figure 21. NCI60 cancer analysis on compounds 5 (a) and 12 (b). The histograms depict the growth 

percentage of NCI60 cancer cells after administration of compounds 5 and 12 at a concentration of 

100 nM. 

 

 

The following investigation of the mechanism of action of compounds 5 and 12, the Annexin 

V assay for their pro–apoptotic effect against HeLa and MCF−7 cells, and the Western 

Blotting assay were performed by Prof. Bagella group (Department of Biomedical Sciences, 

University of Sassari, Italy; Sbarro Institute for Cancer Research and Molecular Medicine, 

Center for Biotechnology, College of Science and Technology, Temple University, 

Philadelphia, USA). 
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6.2.2.2. Antiproliferative effect and mechanism of action of compounds 5 and 12 against 

HeLa and MCF−7 cells 

Initially, HeLa cell line (cervical cancer) was selected for further investigations. XTT 

colorimetric assay was performed on HeLa cells after 48 hours of treatment with compounds 

5 and 12, with different concentrations from 0.1 to 2 µM. DMSO was used as control and 

compound 34, lead compound of the previous series, was used as positive control. After 48 

h, compounds 5 and 12 displayed a 50% reduction of alive cells with IC50 of 0.6 µM and 

0.45 µM, respectively. 

After the first preliminary screening, biological investigations were carried out to assess if 

compounds 5 and 12 were implicated in cell cycle impairment, as described for previously 

reported compounds. [119,121,126] Compounds 5 and 12 were subjected to a flow 

cytometry analysis on HeLa and MCF−7 (breast cancer) cells, in order to observe potential 

changes in DNA content. An increase of cells in phase G2/M was displayed in HeLa cells at 

24 h after treatment with 1 and 2 µM of compounds 5 and 12, as depicted in Figure 22A. At 

2 µM, 68% of cells in G2/M−phase were found for compound 5, whilst the percentage 

increases to 83% for compound 12, compared to 34 as positive control (63%). 

Figure 22B reports the cell cycle analysis on MCF−7 cells after 24 h treatment with 1 and 2 

µM concentrations of compounds 5 and 12. At 2 µM, an increase of 54% for treatment with 

derivative 5 and ~ 70% with compound 12. At 1 µM, cells in G2/M phase are 40% and 41% 

of the total amount for compounds 5 and 12, respectively, compared to control (~ 16%). This 

assay proved the cell cycle impairment caused by treatment with compounds 5 and 12. 
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Figure 22. Cell cycle analysis on A) HeLa and B) MCF−7 cancer lines after administration of 

compounds 5 and 12 at a concentration of 2 and 1 μM for 24 h. A) At 2 μM, for 24 h, they cause cell 

blockade in G2/M−phase. At 1 µM, they do not show significant differences compared to control 

and DMSO. B) Compounds 5 and 12 cause cell blockade in G2/M−phase compared to compound 34 

(positive control) and DMSO at both concentrations. 
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6.2.2.3. Annexin V assay uncovers apoptosis activation in HeLa and MCF−7 cell lines 

with compound 5 and 12 treatment 

Subsequently, flow cytofluorimetric analysis was performed using Annexin V−FITC/PI 

double staining kit, to investigate a potential pro–apoptotic effect of compounds 5 and 12. 

First, HeLa and MCF−7 cells were treated with compounds 5 and 12. A considerable activity 

on the above–mentioned cell cycle analysis was observed at 2 µM, hence the same 

concentration of the compounds was chosen for the present assay. After 24 h of treatment, 

both cell lines were stained with FITC (fluorescein isothiocyanate) and PI (propidium 

iodide) and the analysis was done with BD FACSCanto™ II system. As shown in Figure 

23A, both compounds 5 and 12 activated apoptosis on HeLa cells; an increased amount of 

late apoptotic cells, from 6.83% in CTR (control) cells and 5.83% in DMSO control, to ~ 

14% in treated cells was detected. Regarding early apoptotic cells, cells treated with 

derivative 5 reached percentages of 13.1%, compared to CTR cells (1.22%) and DMSO 

(0.82%). As well as derivative 5, treatment with compound 12 generates a 13.8% percentage 

of cells in late apoptosis, but also a higher early apoptosis rate of ~ 16%. The pro–apoptotic 

effect of compounds 5 and 12 approximate compound 34 rates of 19.4 and 13.8% in late and 

early apoptosis, respectively.  As for the treatment of MCF−7 cells with compounds 5 and 

12, depicted in Figure 23B, percentages of 15.1% and 11.2% for early and late apoptosis, 

respectively, were displayed, compared to control cells (2.46%) and DMSO control (2.54%). 

The early apoptosis rate is higher than the effect of treatment with compound 34 (9.08%). 
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Figure 23. Annexin V analysis against A) HeLa and B) MCF−7 cell lines after treatment with 

compounds 5 and 12. Cells were treated at the concentration of 2 µM of both compounds. DMSO is 

used as control (CTR) and compound 34 as positive control. Apoptotic, necrotic, and live cells were 

stained with Annexin V FITC/PI and plotted through BD FACS DIVA software. 
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6.2.2.4. Compounds 5 and 12 cause activation of PARP−1 

Later, a deeper investigation of the pro–apoptotic effect of compounds 5 and 12 was 

accomplished through Western Blot analysis. Different concentrations of the compounds 

were administered to HeLa and MCF−7 cells in order to quantify the levels of protein 

expression of PARP−1 and cleaved PARP−1. Cleavage of PARP−1 indicates activation of 

cell death by apoptosis. After 24 h of treatment, western blotting was performed on the 

collected pellets. Figure 24 shows how compounds 5 and 12 are able to activate PARP−1, 

confirming the results obtained in the Annexin V analysis. In addition, the production of 

cleaved PARP−1 was observed in both HeLa and MCF–7 cell lines. 

 

 

Figure 24. Western blotting analysis of the levels of protein expression of PARP−1 and cleaved 

PARP−1 in HeLa and MCF−7 cell lines after treatment with derivatives 5 and 12. Results are 

normalized by GAPDH. 

 

 

6.3. Conclusions and future outlook 

Based on previous leads 34 [121] and 9a, [126] this project aimed to functionalize position 

C–4' on benzotriazole to evaluate if this manipulation could be beneficial for the 

antiproliferative activity. The C–4' fluorinated analog of 34, derivative 5 was selected for a 

preliminary docking simulation to verify if it could interact with the colchicine–binding site 

on tubulin. The best–predicted pose of compound 5 established different H–bonds and a 

fluorine bond with different amino acids of the pocket, mainly with the α–chain of tubulin. 

As reported in previous Chapter 5, compounds 34 and 9a are predicted to bind preferably to 

β–chain, so it is interesting how compound 5 could define a new binding mode to tubulin. 

Pharmacokinetic and ADME predictions were performed on the whole series; they showed 

a good profile in terms of pharmacokinetics, lipophilicity, water solubility and drug/lead–
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likeness. Hence, the series of new 4'–fluorobenzotriazole–acrylonitrile derivatives were 

synthesized and subjected to biological assessment. The first NCI in vitro screening showed 

variable antiproliferative profiles. Due to their remarkable activity, compound 5 and 12 were 

selected for further investigation. XXT colorimetric assay on Hela cells at 24 h showed IC50 

values of 0.6 and 0.45 µM for 5 and 12, respectively. The mechanism of action as 

microtubule–targeting agents (MTAs) was confirmed through a flow cytometry assay in both 

HeLa and MCF–7 cells, assessing the change in DNA content. An increase of cells blocked 

in G2/M–phase for both compounds 5 and 12 at 2 and 1 µM was displayed. Then, flow 

cytometry assay on HeLa cells stained for Annexin V–FITC/PI showed an increased early 

apoptosis elicited by both compounds 5 and 12 at 2 µM concentration. Derivatives 5 and 12 

promoted an increase of early apoptotic events also on MCF–7 cells, overcoming the effect 

produced by compound 34. Lastly, the pro−apoptotic effect of compounds 5 and 12 was 

confirmed by western blotting, to measure the protein expression of PARP–1 and cleaved 

PARP–1 after 24 h of treatment. Both protein expressions were activated by 1 µM of both 

compounds, confirming results from the Annexin V assay, hence indicating activation of cell 

death by apoptosis. 

In conclusion, both compounds 5 and 12 behave as CBSIs and trigger antiproliferative and 

pro−apoptotic effects on cancer cells. 

The interest in these molecules opens to new modifications on the main scaffold, which 

could further improve the effectiveness of the antiproliferative activity of this type of 

compounds. 
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7. Project #3: A Lead−Based Fragment Library Screening of the 

Glycosyltransferase WaaG from Escherichia coli 

 

Manuscript in preparation: 

F. Riu, A. Ruda, O. Engström, C. Muheim, H. Mobarak, J. Ståhle, P. Kosma, A. Carta, D. O. Daley, 

G. Widmalm, A Lead-Based Fragment Library Screening of the Glycosyltransferase WaaG from 

Escherichia coli. Manuscript in preparation. 

 

7.1. Introduction 

Bacteria can easily spread through goods, animals and humans. Acquired antibiotic 

resistance is an alarming problem worldwide, causing issues in major surgery and cancer 

treatment. This leads to public health expenses. [154] Some bacteria strains demonstrated 

drug resistance to last−resort antibiotics. [155,156] There are several mechanisms to develop 

antibiotic resistance, which will be better described in this Introduction, e.g. the production 

of enzymes that destroy the structure of drugs (β–lactamases or carbapenemases), [4] the 

biosynthesis of a more selective and resistant outer membrane, [158–161] or the 

over−expression of drug efflux pumps. [157] As for the antibacterial treatment, only three 

new classes of antibiotics were successful in clinical trials in the last 50 years, [158,159] 

and, unfortunately, the current antibiotic pipeline is unlikely to deliver new solutions. [160] 

Therefore, Drug Repurposing process for the already−existing antibiotics is a strategy 

intensely pursued to find new antibiotic agents. [161–165] Gram−negative bacteria can 

cause a wide range of diseases such as gastroenteritis, urinary, blood and CNS (central 

nervous system) infections. [166] As regards multi−drug resistant (MDR) bacteria, there is 

a lack of effective treatment, for example, for gram−negative bacteria such as Klebsiella 

pneumoniae and Escherichia coli, as reported in the list of priority pathogens of World 

Health Organization (WHO) in 2017. [167] Focusing on E. coli, some strains have raised 

interest for their spreading around the world. In 2011, many countries of WHO European 

Region faced a significant E. coli outbreak. In Germany and 15 other European and North 

American countries, there was a high number of cases of bloody diarrhea and hemolytic 

syndrome (HUS), traceable to infections of verocytotoxin−producing E. coli O104:H4. [168] 

As above mentioned, there are many ways of developing resistance to bacteria. Some strains 
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of E. coli, but also different other bacteria of the Enterobacteriaceae class, are called 

“nightmare bacteria”, [4] because they produce enzymes called β−lactamases and 

carbapenemases, which inhibit potent antibiotics such as penicillins or carbapenems (used 

to treat extended−spectrum β−lactamases Enterobacteriaceae – ESBL). [4] Another issue 

regarding E. coli is its resistance to fluoroquinolone antibiotics in the treatment of urinary 

tract infections. [169] Intrinsic resistance can also be produced through the outer membrane 

in gram−negative bacteria. [170–173] Outer membrane acts as a selective permeability 

barrier to let in nutrients and ions, but stop the cellular entry of different classes of antibiotics. 

[174,175]  

One way to overcome intrinsic resistance in E. coli could be the inhibition of proteins 

involved in antibiotic modification, drug efflux or outer membrane biogenesis. For instance, 

the enzyme glycosyltransferase I (WaaG, or RfaG) catalyzes the transfer of an α–D–glucosyl 

group from UDP−Glc onto L–glycero–D–manno–heptose–II, contributing to the core region 

synthesis of the lipopolysaccharide (LPS). [176] The structure of LPS can vary in different 

gram−negative bacteria, and in their different strains. The general structure of LPS includes 

different parts: Lipid A, outer/inner core, O−antigen. Lipid A is a lipophilic portion 

composed of glucosamine dimers (D−GlcN), bound to acyl chains. Lipid A is directly bound 

to the core region, consisting of hexosamines and hexoses, in addition to Kdo (3–deoxy–D–

manno–2–octulosonic acid) and L,D−Hep (L–glycero–D–manno–heptose) residues. The 

O−antigen is made of polysaccharides linked to the core region [177–180] and it is involved 

in different pathways aimed to bypass the immune system of the host. [176,181] 

 

Figure 25. SFNG [182] representation of outer and inner core (R1), and lipid A of LPS. [183] Acyl 

groups linked to glucosamine residues of Lipid A are reported as R1 and R2. 
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As regards the mechanism of action of LPS, it firstly targets phagocytic cells, such as 

macrophages, monocytes, neutrophils and dendritic cells. Their binding triggers a series of 

intracellular chain reactions, supported also by caspase−4, −5 and −11, [184] which initiates 

the production of cytokines with a pro−inflammatory effect (IL−1β and IL−18 [185]). This 

cascade of enzymatic reactions leads to a type of programmed cell death by pyroptosis. [186] 

As a result of the bacterial infection, fever occurs as the macroscopic result of the activation 

of this pathway. On this basis, this project focuses on the inhibition of WaaG.  

A focus on the target structure: the glycosyltransferase WaaG. WaaG is a 

glycosyltransferase constituted by 371 amino acids. The protein can be structurally divided 

into two portions, N− and C−domains. In the RCSB PDB database, two crystal structures 

are deposited, one co−crystallized with UDP (uridine diphosphate), with PDB ID 2iv7 and 

one with UDP-2-fluoro-2-deoxy-D-glucose or U2F (2iw1). [187] Due to its higher resolution 

(1.5 Å), the crystal structure with PDB ID 2iw1 was selected. Firstly, the structure of the 

domains and their composition was analyzed. N−domain can be recognized between amino 

acids Met1 – Gln163. A hinge region (H) links N− and C− domain and it is composed of 

amino acids between Ile164 and Pro171; C−domain consists of amino acids between Asp172 

and Gly371. The oligopeptide portion between Gln355 and Tyr358 is the last part of the 

C−domain, but it is spatially assimilated in the hinge region (in yellow). C−terminus helix 

is considered part of the C−domain, even if it is spatially located in N−domain. Figure 26 

depicts WaaG distinguishing its portions by different colors and including UDP−Glc2− in its 

specific binding site on WaaG. 
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Figure 26. Conformation of UDP−Glc2− in WaaG active site, derived from co−crystallized U2F in 

deposited crystal structure with WaaG (PDB ID: 2iw1). Colors: slate (N-domain), blue (C-domain), 

yellow (hinge region) and red (UDP−Glc2−). 

 

WaaG is a strategic target since the deletion of the gene encoding for it interferes with the 

phosphorylation of the LPS core, creating truncated LPS after the inner core heptose 

residues. All these actions destabilize the outer membrane of E. coli. [188] As a consequence, 

E. coli results more susceptible to several types of antibiotics: nitrofurans, nitroimidazoles, 

rifamycins, aminoglycosides, polymyxins, phenols and chlorophenols. [189] Due to the 

different pathways leading to antibiotic resistance, the availability of molecular agents to be 

co–administered with well−known and potent antibiotics, such as rifampicin and 

chloramphenicol, could represent an efficacious strategy. Therefore, the following project 

discusses a fragment−based drug design process to design new WaaG inhibiting agents.  

 

7.2. Construction of libraries and Rational workflow  

The present project takes glycosyltransferase WaaG [190] as target for further 

fragment−based investigations. The fragment−based drug discovery (FBDD) process on 

WaaG started from previous studies, where 500 structures of the Ro3 Maybridge 2006 



 
63 

Library were screened through STD−NMR spectroscopy, molecular docking and molecular 

mechanics in sequence to test their affinity to WaaG protein. [191] Three bicyclic 

compounds (reported here as A1 – A3 in Figure 28) demonstrated to compete with UDP−Glc 

for the binding with WaaG. [192] Docking studies on these molecules showed how uridine, 

UDP, A1 and A3 bind in the same portion of the pocket, the uridine portion, while A2 docks 

in the glucosyl portion. [191] Figure 27 shows a scaffold−based representation of the ligands 

of the three libraries. 

 

Figure 27. General representation of chemical scaffolds of libraries A (a) and B (b); in the 

oligosaccharide−based library C (c) R = HPO3Na.  

 

Therefore, in the initial part of this project, A1 – A3 were used as starting point for building 

library A, made of 20 bicyclic fragment compounds A1 – A20, with molecular weights 

(Mws) ranging from 158 to 257 Da. The main scaffolds phenylthiazole, phenylpyrrole and 

methylpyridine−pyrrole of A1 – A3, respectively, were variously functionalized with several 

polar (e.g., hydroxyl, carboxyl, amide, aldehyde) and nonpolar (e.g., methyl, ethyl, phenyl, 

halogen atoms) functional groups, in order to construct the first library A. Further scaffold 

modifications involved an indole thiazole on ligand A14, while compound A13 is an acetate 
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salt of a phenylthiazole derivative. Library B was created to find drug−like inhibitors. It is 

composed of 37 ligands, structurally expanded from those of library A, and the range of Mws 

is 176 – 391 Da. Small molecules with higher Mws were devised through a fragment growing 

process. [193] Figure 28 depicts all the ligands of libraries A and B. 

 

Figure 28. A) Ligands of library A (A1 − A20) and B) library B (B1 − B16, B17a − B33). For library 

A, A1−derived compounds A4 − A15 are colored in blue, A2−derived compounds A16 − A19 are 

colored in green and A3−derived compound A20 is in black. For library B (B1 − B16), 

triazole−derived compounds B1 and B8 are colored in red. Thiazole−derived compounds B2 – B4, 

B7, B9 − B11, B13 − B16 are colored in blue. The other compounds (B5, B6, B12) are colored in 

black. For the other ligands of library B (B17a − B33), pyrazole− or triazole−derived compounds 

B17a – B17b, B22, B24, B28 and B30 are colored in red. Thiophene−, thiadiazole− or 

thiazole−derived compounds B19 – B21, B23, B26 – B27, B31 – B33 are colored in blue. The other 

compounds (B18, B25, B29) are colored in black. 
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Library C was constructed aiming to study the interaction between WaaG and its target 

portion on LPS, Hep−II. The inner core and lipid A portions of LPS were fragmented to 

investigate the interaction at the disaccharide (C1 – C5), tetra− and hexasaccharide (C6 – 

C12) levels. The different structures are reported in Figure 29. Disaccharide C1 is a 

mannose−based disaccharide, -D-Manp-(1→3)--D-Manp-OMe. Four disaccharides 

mimic the building block of the inner core of LPS: L--D-Hepp-(1→3)-L--D-Hepp-OMe 

(C2), L--D-Hepp-(1→3)-L--D-Hepp4P-OMe (C3), L--D-Hepp4P-(1→3)-L--D-

Hepp4P-OMe (C4) and L--D-Hepp-(1→7)-L--D-Hepp4P-OMe (C5). Focusing on the 

interface between inner core and lipid A, the disaccharide structure were expanded to have: 

L--D-Hepp-(1→7)-L--D-Hepp4P-(1→3)-L--D-Hepp4P-(1→4)--Kdop (C6), L--D-

Hepp-(1→7)-L--D-Hepp-(1→3)-L--D-Hepp4P-(1→4)--Kdop (C7), L--D-Hepp-

(1→7)-L--D-Hepp4P-(1→3)-L--D-Hepp-(1→4)--Kdop (C8), L--D-Hepp-(1→7)-L--

D-Hepp-(1→3)-L--D-Hepp-(1→4)--Kdop (C9). A further extension at the reducing end 

of the tetrasaccharide structure led to hexasaccharide ligands: L--D-Hepp-(1→7)-L--D-

Hepp4P-(1→3)-L--D-Hepp4P-(1→5)-[-Kdop(2→4)]--Kdop (C10), L--D-Hepp-

(1→7)-L--D-Hepp4P-(1→3)-L--D-Hepp4P-(1→5)-[-Kdop(2→4)]--Kdop-OMe 

(C11), L--D-Hepp-(1→7)-L--D-Hepp4P-(1→3)-L--D-Hepp4P-(1→5)-[-Kdop(2→4)]-

-Kdop-(2→6)-β-D-GlcpNAc-OMe (C12). Oligosaccharides of library C are reported in 

Figure 29. 
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Figure 29. Ligands of library C (C1 – C12). R = HPO3Na. 
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After the three libraries were constructed, molecular docking studies were employed to 

identify which could be the most interesting scaffolds and functional groups that can 

potentially lead to a better affinity to WaaG binding site. The best−predicted poses of the 

ligands that showed a higher docking affinity energy were utilized for molecular dynamics 

(MD) calculations. Saturation Transfer Difference (STD) experiments were conducted to 

assess the strength of the interactions between ligands and WaaG protein. This technique is 

good for its versatility and low susceptibility to false positives. [194] It is also suitable for 

the small quantity of unlabeled protein required, and it is often combined with docking 

predictions to investigate the conformational state of a ligand in a protein binding site. [195] 

Lastly, in vitro biochemical assessment on libraries A and B experimentally explored the 

inhibition activity of the ligands for WaaG protein. The general workflow of this project is 

outlined in Scheme 4. 

 

Scheme 4. Flowchart diagram of the different analyses made on libraries A, B and C. 

 

7.3. Results  

 

7.3.1. Molecular Docking 

Once built the different libraries, a docking study was employed, and the docking programs 

were chosen for their sampling and scoring functions. [196] Four docking programs, 

AutoDock Vina, [197] LeDock, [198] rDock, [199] and GOLD [200] were selected. They 

are based on different algorithms; hence, even if they often produce similar best−predicted 
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poses, their affinity energy could be different. Each docking program created ten binding 

poses, but the affinity energy of the best−predicted one was mainly considered. The docking 

ranking report of the different ligands is outlined in Table 1. Docking simulations were 

conducted in two different conditions: in the presence of the apo−form of WaaG (protein 

without ligands in the active site) and in the presence of WaaG−UDP−Glc2− complex. In the 

first case, with apo−form of WaaG, it was possible to consider if the ligands could bind 

preferably in UDP−Glc2− uridine−sub−pocket, or in the UDP−Glc2− diphosphate region, or 

in another portion of the binding pocket. In the presence of WaaG−UDP−Glc2−, it was 

possible to see the binding mode of ligands in the outer part of the binding pocket and their 

conformational disposition in front of the natural ligand UDP−Glc2−.  Interactions between 

ligands and binding pocket were also highlighted.  

Docking with WaaG apo−form: library A. Best−predicted ligands for library A were 

compounds A1, A7, A9, A14 and A16, which ranged AutoDock Vina affinity energies from 

−6.6 to −8.7 kcal⋅mol−1. Compound A1 binds in the uridine sub−pocket on WaaG. As well 

as O3' atom of UDP−Glc2− have an H−bond with the carboxylate group of Glu289, [187] the 

amino group and the nitrogen atom of the thiazole ring of compound A1 interacts with the 

same carboxylate group of Glu289. Compound A7 docks in the UDP−Glc2− diphosphate 

region of the binding pocket, and its thiazole nitrogen is the acceptor of the H−bond with the 

NH3
+ group of Lys209; on the other hand, its amino group is a donor for the H−bond with 

the carboxylate of Glu281. This is proof that the phenyl−aminothiazole portion is an 

adequate pharmacophoric scaffold for the binding to WaaG. Superimposing compound A9 

with the crystal structure of UDP−Glc2−, it is clear how the phenylthiazole scaffold of A9 

almost overlaps with the uridine of UDP−Glc2−. Regarding the interactions undertaken by 

A9, its thiazole nitrogen contacts the ureidic amine group of Arg173, while the donor amine 

group binds to the carboxylate of Glu289. The best−predicted pose of ligand A14 binds in 

the uridine sub−pocket; its indole moiety is oriented in the same way as the uracil, 

superimposing it with UDP−Glc2−, while the ribose sub−pocket is occupied by the thiazole 

ring of the ligand. Derivative A16 binds in UDP−Glc2− pocket, particularly the carboxyl 

group overlaps with the α−phosphate (the one linked to the ribosyl portion). A noteworthy 

role is covered by the carboxyl group of A16 because it binds to Ile285 and Val286. These 

amino acids are known to bind to the α−phosphate group of UDP−Glc2−.  

Docking with WaaG apo−form: library B. The same docking process was applied on ligands 

of library B. Top−predicted ligands ranked affinity energies values on AutoDock Vina 
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program ranging from −7.0 to −8.8 kcal⋅mol−1. Between compounds B3a−d, the 

SS−diastereomer B3d is the top−ranked one, hence it was selected for further MD 

simulations. The other high−scoring ligands, which bind in the same UDP−Glc2− region of 

the binding pocket are derivatives B16, B22, B26 and B33. As for compound B16, the 

benzimidazole ring overlaps with UDP−Glc2− ribose sub−pocket, while the thiadiazole is in 

the diphosphate linker region. In addition, nitrogens of the thiadiazole ring are important as 

they accept H−bonds from NH3
+ group of Lys209 and from the ureidic amine of Arg208. 

The O−phenyl moiety of ligand B22 binds in the uracil sub−pocket, whilst the ester chain 

docks in the UDP−Glc2− phosphate region. Derivative B26 is in UDP−Glc2− portion and 

points towards the pocket entrance with a methoxyphenyl group. Ligand B26 has a 

conformation state similar to B16 since the thiadiazole nitrogens interact with the NH3
+ 

group of Lys209. Its sulfonamide carbonyl group is the acceptor of two H−bonds with Gly15 

and Leu16. Compound B33 has different electrostatic interactions with WaaG binding 

pocket. Its lateral sulfonamide NH donates an H−bond with the carbonyl group of Glu281. 

The oxygens of the sulfonamide group accept H−bonds from NH groups of Ala283 and 

Ile285. 

Docking with WaaG apo−form: library C. For library C, the top−ranked oligosaccharides 

presented affinity energies ranging from −8.8 to −8.2 kcal⋅mol−1. Ligands of this library 

generally bind to the outer portion of the binding pocket, compared to the fragments of the 

other libraries. Ligands that are more interesting for docking studies were C6 and C10. 

Tetrasaccharide C6 docks in the deep portion of the binding pocket with the non−reducing 

end (Hep−III), overlapping with the UDP−Glc2− sub−pocket, and the Kdo residue points 

towards the entrance. Pentasaccharide C10 has two Kdo residues pointing out of the active 

site, whilst Hep−III almost binds in UDP−Glc2− ribose sub−pocket, and Hep−II (heptose 

residue which binds to Hep−III) phosphate group docks in UDP−Glc2− β−phosphate 

sub−pocket. 

Protein−ligand interactions will be more in−depth discussed and visually considered for the 

selected ligands during the analysis of the subsequent molecular dynamics trajectories. 
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Table 1. Affinity energy ranking of ligands in docking to WaaG for compounds of libraries A, B, 

and C. 

 

7.3.2. STD−NMR experiments 

STD−NMR experiments were carried out by Alessandro Ruda in Prof. Göran Widmalm 

group (Department of Organic Chemistry, Stockholm University, Stockholm, Sweden). 

STD (Saturation Transfer Difference) [195] analysis was conducted on different ligands of 

library A and disaccharides C1, C2, C3, C5. For library A, compounds A4 and A15 showed 

a good affinity for WaaG, giving a remarkable STD signal. Both showed a >70% STD signal. 

The experiments were also conducted in the presence of ligands and UDP as a competitor 

for the WaaG binding site. Compound A15 demonstrated to compete with UDP for the 

binding to WaaG, showing a 70% STD signal; the same effect was observed for A4, with a 

>40% STD signal. For both ligands, all the signals are altered by the STD effect; hence, all 

protons in the ligands are involved in the binding with WaaG. All other ligands, including 

the disaccharides, gave a less than 1% STD signal, therefore, we did not proceed in further 

investigation. This is not surprising for oligosaccharides, since binding constants for them 
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are generally in the mM scale [201] and the general working span of STD NMR experiments 

is µM−low mM range. 

 

Figure 30. STD−NMR spectra of compound A4 and WaaG were performed in the presence or 

absence of UDP as competitor. From the bottom to the top, 1D 1H STD off−resonance (a) and 

on−resonance (b) irradiation of WaaG in the presence of A4 and off−resonance (c) and on−resonance 

(d) irradiation with UDP added to the protein−ligand mixture. Compound A4 interacts with WaaG 

also in the presence of the competitor UDP. 

 

7.3.3. Molecular Dynamics 

Molecular Dynamics (MD) simulations were employed to investigate the interactions 

between ligands of libraries A, B and C and WaaG. The simulations produced 10 

ns−trajectories for ligands and WaaG−ligand complexes, to be further studied in a post−MD 

analysis. Ligands A4, A8 and A15 were selected from STD−NMR experiments. Affinity 

energy ranking from docking studies was applied as a filter to select the best−predicted 

ligands. For ligands of libraries A and B, the first of the ten best−predicted poses was 

considered as a starting point. Top−ranked poses of disaccharides C1, C2, C3, C4 of library 

C were considered for MD calculations. In this regard, the protonation state of the phosphate 

group on position C−4 of the different disaccharides was regulated to mimic the 

physiological environment; thus, phosphate−substituted disaccharides C3 and C4 were 

considered in a protonated (C3 and C4) and a monocharged form (C3−1 and C4−2). For each 
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ligand and protein−ligand complex, 10 ns−molecular dynamics simulations (explicit 

solvent) were used with a 100 Å water square box, neutralized with NaCl salts. Timesteps 

were considered by default 2 fs; in few cases, time−step was extended to 1 and 0.1 fs for 

unstable trajectories. 

7.3.4. Binding free energy (BFE) calculations 

Once obtained the trajectory outputs for each ligand and protein−ligand complex, binding 

free energy (BFE) calculations were carried out to evaluate the affinity for each complex. 

Linear Interaction Energy (LIE) was applied as method. [202,203] The outputs considered 

were the ΔGbind (variation in Gibbs Free Energy of Binding, expressed as kcal⋅mol−1) and KD 

(dissociation constant) values, obtained applying the equation and expressed in mM. The 

top−down values of ΔGbind and KD are reported in Table 1, divided by libraries. Starting from 

the fragments of library A, ligands A4 and A7 have a good profile as fragments, with KDs 

values lower than mM. Compound A9 is in the range of mM (~ 5 mM). Values > mM are 

reported for derivatives A15, A14 and A1, demonstrating a weak binding. Even weaker are 

ligands A8 and A16, with predicted values in M (molar) range; they do not show to bind to 

WaaG protein. Within the small molecules library B, B33 possesses the best−predicted BFE 

value of its library. As regards library B, KD value of compound B33 is 40 µM. On the other 

hand, compounds B16 and B22 have KDs in mM range, whilst derivatives B3d and B26 show 

a weak binding to WaaG protein.  Library C was used to verify which disaccharides are 

better binders for WaaG active site, and, to some extent, to evaluate which is the portion of 

LPS that interacts better with WaaG. Double−phosphorylated heptose−3−heptose C4, in 

both protonation states, demonstrated to have the best BFE value of the library. The double 

phosphorylation showed to be beneficial for the binding: in fact, both protonated and 

monocharged forms (C4−2 and C4) have KDs of 0.4 and 0.8 µM, respectively. On the other 

hand, the total absence of phosphate groups on heptose residues in ligand C2 gives a good 

binding, with KD value of 70 µM. Interestingly, the mono phosphorylation on heptose 

anomeric position on disaccharide C3 seems not to be beneficial for the binding, even 

weaker is its monocharged form C3−1. Lastly, as well as C3, ligand C1 has a KD in mM 

range.  
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Table 1. Computed ΔGbind and related KD values for compounds of libraries A, B and C.

 

 

7.3.5. Root−mean−square deviation (RMSD) analysis 

In order to more in−depth analyze the MD results, the root−mean−square distribution 

(RMSD) was calculated for the entire 10−ns trajectory of every WaaG−ligand complex, 

focusing on the WaaG backbone fluctuation. Figure 31a−c depicts the RMSD distribution 

referring to the WaaG protein backbone during the 10 ns−MD simulation of each complex. 

Figure 31a−c reports the same RMSD values depicted as a function of the duration of the 

MD calculation. Table 2 reports numerical values of avRMSD (average RMSD) as an 

average for the backbone fluctuation for the entire 10 ns−MD simulations, combined with 

the SD (standard deviation) values. In Figure 31, the reference curve in black reports the 

fluctuation of the backbone in apo−form, and avRMSD is 1.31 Å ± 0.16. For Library A, the 

presence of compound A4 in WaaG binding pocket generates a narrow ΔRMSD distribution, 

compared to most of the other ligands of the library, with an avRMSD 1.43 Å ± 0.21. 

Another good RMSD distribution of backbone trajectory is given by WaaG−A7 complex 

(even if there is a low−populated state at the beginning of the production phase). Compounds 

A7 and A14 give a narrow distribution of RMSD for WaaG backbone. Fragments A1 and 

A9 have similar behavior, with a broad RMSD profile. For library B, there is a general 

increase in backbone flexibility. Between them, the best stability is given by ligand with 

avRMSD 1.29 Å ± 0.25. This stability expressed through RMSD analysis confirms the 

remarkable BFE value of B33. For library C, disaccharide C1 gives two main conformations 

of WaaG backbone (broad RMSD variation, ~ 2.5 Å variation for each conformational state). 

Compound C2 generates two states of the protein backbone, well−distinguishable and 

similar population profile. Disaccharide C4−2 gives great stability to WaaG skeleton, with a 

ΔRMSD ~ 0.5 Å, justifying the good BFE and KD values. Its RMSD distribution is similar 

to that of ligand C3. C3 gives more stability than C3−1, also in terms of KD, as seen before.  
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Figure 31. Kernel density estimation to calculate the RMSD probability distributions, using a normal 

distribution function. The focus is on the backbone of the apo−protein of WaaG and the various 

WaaG−ligand complexes. 
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Figure 32. RMSD distribution of the backbone of the apo−protein and each WaaG−ligand complex 

for library A (a), B (b, c) and C (d) during the 10−ns productions. 
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Table 2. Average RMSD (avRMSD) and standard deviation (SD) values for the backbone of WaaG 

apo−protein and each WaaG/ligand complex. 

 

 

7.3.6. Electrostatic and van der Waals contributions to WaaG−ligand binding 

Later, we wanted to investigate the contribution of the electrostatic term or the vdW (van 

der Waals) term to the WaaG−ligand binding for each complex. For library A, the van der 

Waals contribution is more relevant than the electrostatic one. Some of them provide a good 

balance between the two terms, like ligand A4. Only compounds A9 and A14 showed an 

inverse tendency, with a higher electrostatic term. A predominant vdW term can be also 

observed in ligands of library B, more evident in compounds B22 and B33. On the other 

hand, disaccharides of library C have a predominant electrostatic term, due to the high 

amount of hydroxyl groups. This effect is more relevant for protonated phosphate−derived 

ligands C3−1 and C4−2. Figure 33a−c presents histograms of electrostatic (in blue) and vdW 

(in red) contributions in kcal⋅mol−1, for each ligand when bound to WaaG active site. 
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Figure 33. Electrostatic (Elec) and van der Waals (vdW) contributions to the interactions between 

WaaG and each ligand.  

 

7.3.7. Hydrogen bonds 

Once considered the electrostatic contribution for each protein−ligand interaction, a deeper 

investigation on the established hydrogen bonds was undertaken. The considered H−bonds 

have at least 30% of occupancy (term of y−axis, presence during the 10 ns−MD simulations), 

and only the amino acids (x−axis term) involved in these polar interactions are reported in 

Figure 34a−c, for ligands of libraries A−C, respectively. Compounds A8 and A16 are 
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confirmed as weak binders, as they do not show H−bonds with any amino acid with at least 

30% occupancy. Some ligands show a good selectivity, engaging H−bonds with some amino 

acids which do not bind with anyone else. For example, Phe13 has a selective H−bond for 

compound A15, while Arg18 for A4, which, in turn, binds with Glu289. Also compound A7 

binds to Glu289, confirming to be a good binder for WaaG active site, and also presenting 

two selective H−bonds with Asp19 and Ala99. Ligand A1 interacts with glutamine and an 

arginine residue, while A14 confirms its high electrostatic term thanks to the binding with 

two highly representative H−bonds with Ser204 and Gln236.  

Regarding library B, derivative B33 showed a ~ 50% occupancy for hydrogen bonds with 

Ala283 and Gly284. Ligand B26 has a selective H−bond with Ala283 which is present 

almost for the entire 10 ns trajectory (>90% occupancy). Ser204 binds with a 40−55% 

occupancy to compounds B16 and B22. Disaccharides of library C have a high number of 

H−bonds due to the high amount of hydroxyl groups, confirming the result reported in 

Paragraph 7.3.6. C1 forms selective H−bonds (60−65% occupancy) with two asparagine 

residues (Asp172 and Asp173). C2 provides a larger amount of H−bonds compared to C1; 

hydrogen bonds with Asp205, Lys209, Gln280, Glu281 and Ile285 are the most 

representative (occupancies ranging from 70 to 90%). Derivatives C3 and C3−1 bind with 

different WaaG amino acids; in support of that, C3−1 engages two important H−bonds with 

Gly15 and Ala99 (65%), while C3 has several H−bond, with Lys209 and Glu281 being the 

most present. Regarding C4, it has 75% occupancy for a polar contact with Arg208 and ~ 

100% with Glu281. On the other hand, monocharged phosphate−substituted disaccharide 

C4−2 has ~ ten H−bonds with 30−40% occupancy, but the most representative H−bonds are 

with Asp100 and Arg173. 
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Figure 34. Occupancy percentage of the hydrogen bonds between each ligand and the amino acids 

of WaaG binding pocket. Reported amino acids have at least 30% occupancy for one protein−ligand 

H−bonds. 
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7.3.8. N− and C− domains of WaaG protein have a twisting−like fashion 

Focusing on the apo−form of WaaG protein, its behavior during the 10 ns−MD simulation 

was further investigated. The behavior was evaluated making the first alignment on the entire 

protein backbone (Figure 35a), then aligning on the N− domain (8b) or on the C−domain 

(8c). The analysis consists of the RMSD evaluation on the entire MD simulation. Figure 35a 

shows that there is no considerable difference between the RMSD distribution of the apo− 

(in red) and the singular N− and C−domains. In Figure 35b,c, where the alignment is built 

on the N− or C−domains respectively, is evident how, aligning on a specific domain, the 

opposite domain backbone displays a very broad RMSD distribution. This indicates a 

relative dynamic behavior of N− and C−domain, moving one against each other in a 

twisting−like fashion. 

To prove this relative internal dynamic behavior over the entire MD simulation, a further 

investigation was carried out aimed to select strategic amino acids on the different portions 

of WaaG protein and recognize the changes in Å regarding distances, angles et cetera. 

Results of this analysis are depicted in Figure 36a−c. Figure 36a reports the variation of the 

angle between the Cα atoms of His62 (N−domain), Lys248 (C−domain) and Gly168 (hinge 

region), while Figure 36b shows the variation in distance between the Cα atoms of His62 

(N−domain) and Lys248 (C−domain). The two graphs show a similar trend, suggesting a 

twisting−like movement. The correlation between these two variables was plotted in Figure 

36c. For this purpose, the Spearman correlation coefficient rs or rho (generally ranging from 

−1 to +1, showing perfect negative or positive correlation) was calculated reporting a value 

of 0.9028, which indicates a good correlation between these two variables. The correlation 

is quite linear, therefore this post−MD prediction confirmed the twisting−like movement. 

 



 
81 

 

Figure 35.  Kernel density estimation of the RMSD probability distributions through normal 

distribution function. The calculation focuses on the protein backbone of the apo−form of WaaG 

(from 2iw1, red) as a reference of RMSD values. Alignment of (a) the entire protein backbone, (b) 

N−domain, and (c) C−domain of apo, then RMSD calculation of N− and C−domain and hinge region. 
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Figure 36. Plots depicting (a) the variation of the angle over time between the Cα atoms of His62 

(N−domain), Lys248 (C−domain) and Gly168 (hinge region) and (b) distance fluctuation over time 

between the Cα atoms of His62 and Lys248, during the 10−ns MD calculation. (c) Scatter plot of the 

two variables against each other. 
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7.3.9. In vitro biochemical assessment 

In vitro biochemical assessment was carried out by Dr. Claudio Muheim in Prof. Daniel O. 

Daley group (Department of Biochemistry and Biophysics, Arrhenius Laboratory, 

Stockholm University, Stockholm, Sweden). 

The activity of the ligand belonging to library A against WaaG was assessed through 

different biological assays, as previously described. [40] The same biological assays are still 

ongoing for ligands of library B.  

The first assay was assessed to evaluate the potential inhibition of WaaG protein after 

treatment with the ligands, in the presence of 14C−labeled UDP−Glc. Results from SDS–

PAGE for compound A1 are shown in Figure 37. The inhibition effect of compound A1, at 

1 mM concentration, was quantified and normalized using DMSO as control (100%). The 

percentage for A1 spot was 58.2%, indicating that compound A1 has a good activity at 1 

mM.  

 

Figure 37. Activity of WaaG in the presence of DMSO or 1 mM A1 (here reported as L1). 

 

Regarding library A, some ligands showed an interesting WaaG inhibitory activity. Figure 

38 shows SDS−PAGE analysis on ligands A2−A20, with UDP−Glc* used as reference, at 

25 mM. In particular, compounds A16 and A18, showed ~ 80% of inhibition, while 

compounds A8 and A17 reached inhibition percentages around 50−60%. At this 

concentration, a good result was displayed for ligands A16 and A18.  
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Figure 38. SDS−PAGE analysis in the presence of DMSO or compounds A2 – A20 (here reported 

as L2−L20) at 25 mM concentration. 

 

The pH of the administration solution was checked for each analysis. After treatment with 

compounds A16, A17 and A18, the pH of the solution became more acidic, ~ 5, while control 

pH in DMSO is around 7−8. Treatment with A8 does not significantly affect pH, as well as 

the treatment with ligand A2 which slightly decreases the pH to 6 (Figure 39). This could be 

considered as proof of the relationship between the activities of these ligands and a pH shift. 

The activity of compounds A16 and A18 could be increased by pH shift in the administration 

solution, and results are reported in Figure 39. 
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Figure 39. Images of solution pH shift at 25 mM after treatment with compounds A2, A8, A16, A17 

and A18. 

 

Unfortunately, none of the ligands showed a significant effect on the cellular inhibition 

except for A1, which possesses an IC50 (half−maximal inhibitory concentration) of 1 mM. 

Further fragment growing or linking processes, as observed for library B, could lead to better 

biochemical results. 

 

Further SDS PAGE analysis was accomplished to evaluate WaaG activity at different pHs. 

WaaG activity is detectable at pH 7, but also at a pH range of 6.2−7.7. Analysis at pH 5.2 or 

9.2 demonstrated a low activity of WaaG, as shown in Figure 40. 

 

Figure 40. Activity of WaaG under different pH and buffer conditions. 

 

7.4. Discussion and Conclusions 

The present project is a combination of computational and experimental studies with a 

common aim: finding interesting fragments to sow the seeds for future WaaG inhibitors, 

study the mechanism of action of WaaG during its behavior as glycosyltransferase, when it 
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catalyzes the reaction of leaving glucose from UDP−Glc2− to Hep−II on LPS, and study the 

conformational movement of the different portions of WaaG over time, in a simulated 

physiological environment. The background base is an ensemble of NMR, docking, MD and 

biochemical experiments, leading to the identification of compound A1 of library A as a 

starting point for the libraries construction, as a bland binder to WaaG. Compounds of the 

newly−built libraries A and B were docked in apo−form of WaaG or in the presence of 

WaaG−UDP−Glc2− complex, investigating their conformation in the active site 

environment, the interactions with the exposed amino acids, and the relative conformation 

through their superimposition with the structure of UDP−Glc2−, natural binder of WaaG. 

Compounds A1, A7, A9, A14 and A16, B3d, B16, B22, B26 and B33 from libraries A and 

B were selected by energy affinity from docking filtering, while ligands A4 and A15 from 

STD−NMR experiments. More in−depth, A4 and A15, among the tested ligands, were the 

best in NMR studies with a higher STD signal, >70% with apo−form of WaaG, and >40% 

and >70%, respectively, in the presence of UDP as competitor for the binding. Once selected 

the ligands, the best−docked pose was taken for each of them and used as starting point for 

further MD simulations. A first binding free energy (BFE) calculation was conducted on the 

10 ns−MD trajectories produced, and the energy values were also converted in KDs. 

Compounds A4, A7 and B33, among the selected ligands, showed the best affinity profile, 

with > mM values (0.11, 0.62 and 0.04 mM, respectively). Among libraries A and B, several 

ligands demonstrated are worth being further investigated and manipulated with fragment 

growing or fragment linking/merging techniques. In this Discussion, we will focus on the 

ligands A4 and B33, as the most interesting compounds from both libraries. Analyzing each 

10−ns MD simulation, an investigation on the backbone stability during the calculation was 

performed through an RMSD distribution analysis on the apo−form of WaaG or with 

WaaG−ligand complexes. Compound A4 is undoubtedly the one of library A which gives 

better stability to the protein when bound to it, compared to apo−form, with avRMSD of 

1.43 Å ± 0.21. For library B, ligand B33 generates considerable stability of the WaaG 

backbone, with an avRMSD value of 1.29 Å ± 0.25. A further investigation on the polar or 

nonpolar contributions to the interactions between WaaG and the ligands was performed. 

Compound A4 reported a remarkable equilibrium between the two terms, with an average 

energy of 25 kcal⋅mol−1 for both. Compound B33 has, on the contrary, a higher polar term 

contributing to the binding, compared to the hydrophobic one. Considering the electrostatic 

term, the H−bonds established by the ligands were analyzed. Derivative A4 electrostatically 

binds to Arg18 and Glu289, while B33 to Ala283 and Gly284. MD trajectories for both 
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ligands A4 and B33 were analyzed through cluster analysis. This analysis groups all the 

conformational states of the ligand during the simulation in clusters, and the most 

representative pose of the most populated cluster was taken as the best predicted by the MD 

simulation. The discrimination between all the poses is RMSD, with a cutoff of 1 Å. Results 

of their interactions with the exposed amino acids of WaaG are reported in Figure 41a−d. 

 

Figure 41. Molecular dynamics representation and interactions of ligands a,b) A4 and c,d) B33 with 

WaaG binding pocket. The structures are the most representative of the different clusters identified 

for each ligand.  

 

As already discussed, WaaG is a glycosyltransferase that catalyzes the transfer of an 

α−D−glucose residue from UDP−Glc (generating UDP) on a Hep−II residue on LPS at the 

interface between the outer and inner core. In this context, it is interesting to investigate the 

mode of approaching of WaaG to the specific portion of its binding on LPS, parts of the 

inner core, ending with O−antigen. The oligo− unit was fragmented in different 

oligosaccharides and a library ranging ligands from disaccharides (C1 – C5) to tetra− and 

hexasaccharides (C6 – C12) was built. Ligands C1 – C12 were docked in WaaG apo−protein 
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binding site to see their docking ranking, both with apo−form and WaaG−UDP−Glc2− 

complex. Then, only the disaccharides C1 – C4 were further investigated through molecular 

dynamics investigations. The idea was to investigate the β−1,3 linkage involving Hep−II, 

acceptor of the glucose residue from UDP−Glc inside the WaaG binding pocket. 

Disaccharides C3 and C4, phosphate−substituted derivatives, were included in the MD 

library both in protonated (C3 and C4) and monocharged forms at the phosphate groups 

(C3−1 and C4−2). Compound C4−2 was the most interesting in terms of BFE and KD (0.4 µM) 

values, confirming a good binding affinity with WaaG, but also in terms of RMSD 

distribution, hence stability, of the protein backbone when C4−2 is bound to its active site. 

After a clustering analysis, the most representative conformational state of C4−2 was isolated 

from the entire MD simulation. Its interactions with WaaG binding pocket were studied and 

visualized, then depicted in Figure 42, both in complex with WaaG apo−form (a) and 

WaaG−UDP−Glc2− (b,c). In the presence of UDP−Glc2−, C4−2 approaches the 

glucose−binding site on WaaG protein.  
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Figure 42. a) Molecular dynamics representation of C4−2 and b,c) molecular docking conformation 

of C4−2 with WaaG−UDP−Glc2− complex.  
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As for the investigation involving WaaG behavior during the entire MD simulation, the 

movement of the entire protein backbone, or the single portions, N−, C−domain and hinge 

region was undertaken. Monitoring RMSD distribution, variation in distance and angle 

between domains, it was shown a relative dynamic behavior, predicting a twisting−like 

fashion. 

Regarding the in vitro biochemical assessment, the inhibition activity assay for compounds 

of library A was performed. Compound A1 demonstrated activity at 1 mM concentration, 

whilst in general, the other ligands of library A demonstrated a certain activity at 25 mM 

which decreased lowering the concentration to 1 mM. Remarkably, compounds A16 and 

A18 showed ~ 80% when administered at 25 mM. Further fragment growing or linking 

processes, as made for library B, could lead to more powerful compounds endowed with 

improved biochemical results. As proof of UDP−Glc activity on WaaG, an SDS−PAGE 

inhibition assay was performed using 1 and 5 mM concentrations of UDP−Glc, with a 

general ~ 80% of inhibition percentage. WaaG activity can also change at different pHs; in 

particular, the protein resulted to be active with a pH range from 6.2 to 7.7. At pHs 5.2 and 

9.2, WaaG activity drastically decreases. 

 

7.5. Future outlook 

This project aimed to better explore, through computational and experimental studies, the 

binding of two sets of compounds, libraries A and B, to WaaG enzyme. Starting from the 

results obtained, future works will focus on carrying out fragment growing or fragment 

linking processes on selected compounds. In the fragment growing, some small functional 

groups could be removed/added on the main scaffold. In a fragment linking process, the most 

interesting ligands could be merged directly, or by rationally chosen linkers. A deeper 

biochemical assessment will be applied to ligands and their derivatives through the 

investigation of their inhibition mechanism on WaaG enzymatic activity. WaaG behavior 

and movement will be more in−depth investigated, both in its interactions with natural ligand 

UDP−Glc2− also in other protonation states UDP−Glc[α−] and UDP−Glc[β−], endowed with a 

formal charge on α− or β−phosphate, respectively.  
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8. Project #4: Synthesis of 1,2–cis–glycosylated oligosaccharides: 

application in the treatment of Aeromonas salmonicida  

 

8.1. Introduction 

“Sakcharon” was the Greek word to name the carbohydrates or sugars, from which the name 

“saccharide” originated. [204] The term “carbohydrate”, though, originates from the French 

“hydrate de carbon”, to indicate all the molecules with empirical formula Cn(H2O)n. 

Carbohydrates are the most abundant macromolecules on earth. From a chemical point of 

view, carbohydrates are polyhydroxylated aldehydes involving a certain number of carbon 

atoms, from 3 to 9. [205] Carbohydrates are divided into three major groups based on their 

structures: (1) simple sugars (monosaccharides and disaccharides), such as glucose or 

sucrose (made by glucose and fructose); (2) complex carbohydrates, such as glycogen, 

starch, and cellulose, which are glucose–based polymers; and (3) glycoconjugates, which 

are modified forms of glucose covalently attached to either lipids (glycolipids) or proteins 

(glycoproteins). [204] 

Cellulose has a structural role for the cell wall in plants; it cannot be digested by animals 

because of the lack of enzymes able to hydrolyze it into monosaccharides (glucose, 

represented in its 6–ring cyclic form in Figure 43). However, they can break down starch 

into smaller glucose molecules. Another glucose–based molecule is glycogen, used by 

animals to store glucose in their body. There, it can be either catabolized for energy (ATP) 

or used for anabolic functions, such as the production of fatty acids. [204] 

Glycoconjugates are involved in important functions, such as immunity, and as components 

of cell membranes. Sugar portions in glycoproteins and glycolipids differ from the process 

in which they are involved, such as development, tissue differentiation, cell activation and 

senescence. [206] 

 

Figure 43. Chemical representation of the a) monosaccharide glucose (β–glucopyranose) in its 6–

ring cyclic form and b) its polysaccharide cellulose.  
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Monosaccharides are divided into aldoses and ketoses. A common aldose is constituted by 

a carbon chain of secondary alcohols CHOH. Visually, the chain is reported in a vertical 

way, where the upper end (C–1 position, known as anomeric position) is represented by an 

aldehyde CHO, and the lower end is a primary alcohol CH2OH. Ketoses are less common 

than aldoses in nature and are made of primary alcohols at both ends and a ketone along the 

carbon chain. 

Both in aldoses and ketoses, each carbon of the chain is stereogenic in a three–dimensional 

point of view. To represent the stereochemistry of a monosaccharide in a 2D mean, the Fisher 

projection is frequently applied, allowing to distinguish between D– and L–enantiomers of 

the same structure. If a sugar has more than one stereogenic center, the different 

stereoisomers are intended as diastereomers. Diastereomers could be D– or L– sugars; it is 

determined by the absolute configuration of the secondary alcohol at the highest numbered 

chiral center (R– for D–sugars and S– for L–sugars). In nature, the majority of sugars are D–

enantiomers, while the L–counterpart is less common. Diastereomers are also commonly 

distinguished in α– and β–sugars, and it depends whether the C–1 substituent is located in 

cis (α) or trans (β) to the oxygen atom at the highest numbered stereogenic center (C–5 in 

the Fischer projection – Figure 44b). More easily, α– is intended as axial (lower part in D–

sugars) and β– as equatorial (upper part in D–sugars). [205]  

 

Figure 44. Representation of the difference between a) aldoses and ketoses; b) D– and L–sugars c) 

α– and β–saccharides. 

 

In this last project, we will focus mainly on hexoses, which possess three and four 

stereogenic centers, respectively. In particular, we will concentrate our attention mainly on 

glucose and mannose (epimeric with glucose at C–2). [205] 
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Figure 45. D–glucose and D–mannose (hexoses). 

 

For the further discussion, it is useful to mention also other monosaccharides, such as L–

fucose (6–deoxy–L–galactose) and L–rhamnose (6–deoxy–L–mannose). These deoxy sugars 

are biologically relevant, since they are involved in some crucial processes of recognition 

between cells (L–fucose), or predominant in plant cell walls (L–rhamnose). [205] 

 

Figure 46. Examples of biologically relevant deoxy sugars: L–fucose and L–rhamnose. 

 

Disaccharides, but in general oligo– and polysaccharides, are formed by single glycosidic 

linkages. Biologically relevant sugars are large oligosaccharides, where the formation of 

each glycosidic bond can be synthetically performed on an iterative basis. [205] 

 

8.2.  Results and Discussion 

 

8.2.1.  Rationale 

In natural products there are different types of glycosidic bonds; the most abundant, but also 

the most synthetically challenging, are the O–glycosidic bonds. They are, for nomenclature, 

divided in α–, or 1,2–cis and β–, or 1,2–trans glycosides. However, in particular the 1,2–cis 

glycosylic residues (α–glycosides for D–glucose, D–galactose or β–glycosides for D–

mannose, L–rhamnose) are the most challenging for chemists, hence the modern challenge 

is the stereoselective 1,2–cis–glycosylation, the most present as linkage of naturally 

occurring oligosaccharides of biological interest and therapeutic potential. [207–209]  



 
94 

Each reaction for a glycosidic linkage has two stereo–outcomes, α– or β–configurations. In 

general, the α– or cis–glycoside is more synthetically challenging. [210,211] Key role in this 

regard is represented by strategical protecting groups, [212] deeply affecting the reactivity 

of the sugars. [213] The disadvantage of cis–glycosylations, in comparison to trans– ones, 

is the difficulty in using a neighboring participant group. Synthetic glycochemistry is 

concentrated on finding new ways to improve the stereoselectivity of cis–glycosylations, as 

discussed in the following Paragraphs. [18] 

Other challenges regard the directed β–mannosylation reactions. Also in this case, the 

protecting groups are fundamental to achieve the correct stereoselectivity. For example, the 

4,6–O–benzylidene on mannose donors was found to have a key role in β–mannosylations. 

[214–216] 

The following synthesis aims to build a trisaccharide structure that is inspired by a 

trisaccharide repeating unit found in the structure of the lipopolysaccharide (LPS) layer of a 

gram–negative bacterium, A. salmonicida.  

Aeromonas salmonicida is a rod–shaped, oxidase–positive, facultative, anaerobic, non–

spore–forming and non–motile, gram–negative bacterium. it can grow as single or paired 

rods of varying lengths from 0.5–6 µm and widths from 0.5–1 µm, or occasionally as coccoid 

cells, varying in diameter from 0.5–1 µm. [217] It causes furunculosis [218] in cold–blooded 

vertebrates at low temperatures, as salmonid fish. This disease causes furuncles (boil–like 

lesions), overall darker color, hemorrhaging in the fin bases, mouth, abdominal walls, 

reproductive organs, viscera, liver, pyloric caeca, and heart. Other symptoms are soft 

kidneys, erratic swimming, lack of feeding, muscle lesions, inflammation and congestion of 

the lower intestine, but also spleen enlargement, sepsis and septicemia, and acute mortality. 

It affects also fresh–water and marine fishes. [217,219] 

 

 

Figure 47. Images reporting the effects of A. salmonicida on salmonid fishes, a) externally and b) 

internally. c) Scanning electron micrograph of Aeromonas sp. bacteria adhering to human epithelial 

cells. [217] 
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The economic impact interests millions of dollars of investments. Like most of the gram–

negative bacteria, A. salmonicida is an opportunistic pathogen that possesses an outer 

membrane composed of lipopolysaccharide (LPS), important for the host–cell invasion 

mediation, and, especially for the virulent strains; LPS is particularly involved in the 

assembly–maintenance of the protein array exposed to the surface of the virus. [220] 

Among the five sub–species of A. salmonicida, [221] the pectinolytica is a mesophilic strain 

that can easily grow at 37 °C. The other ones, salmonicida, smithia and masoucida, are 

psychrophile strains, hence they can only grow at temperatures below 25 °C. Therefore, 

pectinolytica strains can also affect mammalians, hence also humans. [222] Until few years 

ago, there was no clinical background for the medical importance of A. salmonicida for 

humans. Then, in 2008, a 68–year–old diabetic woman with a clinical story of ambulatory 

peritoneal dialysis was infected by A. salmonicida, showing symptoms such as abdominal 

pain and cloudy peritoneal fluid. [223] Recently, some cases were reported in India, [224] 

even if the pathogenicity and the mechanism of action are unclear. More recently, some cases 

were reported in Spain, with symptoms as acute gastroenteritis and foot cellulitis. [221] 

 

Figure 48. Schematic representation of the different strains of A. salmonicida and their preferred 

hosts: psychrophiles (which grow at 0–20 °C, as salmonicida, smithia, masoucida subspecies) and 

mesophiles (which grow at 20–45 °C, as pectinolytica subspecies). [225,226] 

 

The LPS is divided into three portions, the O–antigen, core and lipid A. [227] The O–chain 

polysaccharide (O–PS) of A. salmonicida was previously investigated through an analysis 

involving compositional and methylation techniques, CE–ESMS (capillary electrophoresis–

electrospray mass spectrometry) and 1D–2D NMR experiments. The result was the 

discovery of a branched polymer composed of trisaccharide–repeating units of L–rhamnose 

(Rha), D–glucose (Glc), 2–acetamido–2–deoxy–D–mannose (ManNAc) and O–acetyl group 

(OAc). The structure of the repeating unit, elucidated in 1983, is reported in Figure 49. The 

main building block can be recognized as a tri– or a tetrasaccharide repeating unit, where a 

partial O–acetylation (C–2 position on the rhamnose residue, 75%) and partial glucosylation 
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(α–D–Glc–(1→4), 35%) were identified. A study made on A449, 80204 and 80204–1 strains 

of A. salmonicida, grown under different conditions, confirmed that the O–PS structure was 

conserved in all the observed strains. Another ELISA–based serological study with native 

LPS–specific antisera, on the native O–PS and some derivatives, confirmed the importance 

of the O–PS backbone structure as an immunodominant determinant. [228] 

 

Figure 49. Torsional conformations of the trisaccharide β–D–ManpNAc–(1→4)[α–D–Glcp–

(1→3)]–α–L–Rhap–OMe studied through MD simulations. a,b) 2D and explicit representation of the 

trisaccharide; c) 3D picture of the two conformational states (A and B) from the MD simulation. 

[229] 

 

A biological function of a molecule is influenced by its conformational state, hence its 

flexibility. From this point of view, carbohydrates are molecules of interest to determine 

their structure and dynamics. In the case of the trisaccharide repeating unit contained in O–

PS of A. salmonicida, the combination of hexopyranoses, as mannose and glucose, creates a 

good starting point for a deeper study on the dynamics of this structure. A microsecond MD 

simulation was previously done on this trisaccharide, which represents a model for the 

repeating unit of the O–antigen portion of A. salmonicida. [230] The trisaccharide contains 

three sugar residues in the polymer where D–glucose (G) residues make branches to the 

backbone of the polymer made from the L–rhamnose (R) and N–acetylmannosamine (M) 

residues. [228]  

Focusing on Figure 49c, as an MD output, conformational state A of the trisaccharide was 

present in 95% of the simulation, while state B during 5%. From a comparison between the 

conformational states A and B, it is visible that the α–(1→3)–linkage is different, while the 

β–(1→4)–linkage only showed the presence of a single conformational state. [229] 

Subsequently, the above–mentioned computational studies explained the NMR results with 

an exchange process between two conformations concerning residue G. [229]  The present 

project aims to synthesize a trisaccharide compound that replicates the repeating unit of the 

O–antigen of A. salmonicida. The trisaccharide can potentially be developed into a vaccine 

to prevent the economic damage caused by A. salmonicida in the future. 
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8.2.2. Chemistry 

 

Main goal. Based on these promises, this project aims at three different goals: 1) improve 

the stereoselectivity of the α– and β–glycosylations; 2) investigate the 3D structure of the 

trisaccharide, already studied through MD simulations, [230] 3) investigate the biological 

interest of the trisaccharide repeating unit of the LPS O–Antigen in A. salmonicida. The 

experimental investigation of the trisaccharide conformation will involve NMR experiments 

such as NOE–Build up curves. The NOE (Nuclear Overhauser Effect) effect will be 

investigated both in the 2–OAc–functionalized trisaccharide and the non–functionalized one 

on the Rha residue. This will highlight the role of the partial 2–OAc functionalization. The 

correct stereochemistry of intermediates is analyzed by NMR– and ESI–TOF MS–

experiments.  

Synthetic approach. The entire synthetic route is reported in Scheme 5. An anti–clockwise 

synthetic route for the trisaccharide was planned. To improve the stereoselectivity of the two 

challenging selective 1,2–cis–glycosylations, it was crucial to strategically build the starting 

donor and acceptor residues. For the glucose donor, the anomeric position is functionalized 

with a thiophenyl group in α–configuration. [231] In C–6 position, a bulky directing group 

is needed to improve the α–stereoselectivity for the cis–glycosylation between the glucose 

donor and the rhamnose acceptor (1,3–linkage). Because of the challenging glycosylation in 

the latter steps, a bulky protecting group or an ester group at O–6 of the glucose residue was 

needed. [232] A TBDPS (tert-butyldiphenylsilyl) group was chosen between different bulky 

groups. The C–2, C–3, C–4 positions on the glucose are protected by stable and less bulky 

benzyl groups.  

The rhamnose acceptor was meant to possess certain stability and have a C–3 position 

reactive for the glycosylation. The anomeric α–configuration is capped by an O–methyl 

group. In C–2 the O–acetyl group assures an α–configuration. As above–mentioned, an O–

acetyl group in C–2 position as a second variant of the bacterial polysaccharide was 

identified, hence it was inserted in the rhamnose residue. [233] The functional groups at O–

3 and O–4 should be able to be handled orthogonally depending on the order of glycosylation 

toward the target trisaccharide.  

As for the TBDPS group on glucose, the C–4 position needed a directing group for the cis–

glycosylation between rhamnose and glucose. A NAP (2-naphthylmethyl) group is inserted 
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in β–4 position on rhamnose, to direct the glycosylation, but also as a protecting group that 

can be feasibly hydrolyzed with DDQ (2,3-dichloro-5,6-dicyano-1,4-benzoquinone). [234] 

As for the mannose substrate, it was planned to be a thiodonor, through the insertion of a 

thioethyl group in β–configuration of the anomeric position. Moreover, the N–acetylation in 

α–configuration in mannose C–2 position was assessed by conversion of a stable azide into 

an amide group after the cis–glycosylation reactions. Other substitutions, such as the 4,6–

O–benzylidene and the picoloyl group in C–4 position in α–configuration, are relevant to 

ensure a high stereoselectivity in the subsequent 1,2–cis–glycosylation reaction. [235] 

 

Scheme 5. Synthetic route for the trisaccharide 10. 
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Building blocks 1, 2 and 5 were obtained as reported in the following Schemes.  

 

 

Scheme 6. Synthesis of the thiodonor 2. 

 

The thiodonor 2 was already published by Sasaki et al. [236] The following discussion aims 

to give more information on the synthetic route and characterization which were carried out 

for the building blocks. 

As for the glucose residue, the first step corresponds to a peracetylation, a protection of all 

the hydroxyl groups on glucose with non–nucleophilic and stable acetyl groups. Compound 

12 was thioglycosilated at the anomeric center, with thiophenol in the presence of boron 

trifluoride etherate (BF3·Et2O). It follows global deacetylation to give compound 14. This 

fully deprotected thio–glucoside is regioselectively silylated in C–6 with the bulky TBDPS 

group because of the less–hindered primary hydroxyl group in C–6, in the presence of 

imidazole as nucleophilic catalyst. Compound 15 is converted in the desired thio–glucoside 

donor 2 with full protection of the remaining hydroxyls with benzyls groups. 

The first idea was to go on with the synthesis of the thiodonor by synthesizing the imidate 

donor. The aim was to have a more reactive donor than the thio–one, for the subsequent 

glycosylation with the rhamnose acceptor. This synthetic route was not pursued since the 

thiodonor 2 was reactive enough for glycosylation with the rhamnose acceptor 1. 
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Scheme 7. Synthesis of key mannose donor 5. 

 

As for the mannose donor, derivatives 16, 17 and 18 were recently reported by Demchenko 

et al. [237] Also intermediates 19, 20 and 21 were already published by Demchenko et al. 

[238] The followed procedure was reported in Scheme 7, while the characterization was in 

accordance to what was published in the above–mentioned papers. 

 

Scheme 8. Synthesis of the key rhamnose acceptor 1. 

 

Synthesis of rhamnose acceptor 1 was performed by Göran Widmalm group (Department of 

Organic Chemistry, Stockholm University, Sweden). Intermediates 22, 23 and 24 were 

synthesized following procedures already reported in the literature. [239,240] Intermediate 

25 is a 4–NAP–protected orthoester derivative: a rearrangement of the 2,3–orthoester 

protection in the presence of acetic acid brings to the rhamnose starting material 1 with the 

C–3 position selectively exposed for the glycosylation. In C–1 position, the OMe group, 

previously inserted in the first step of the synthetic route (Fischer glycosylation), stabilizes 

the α–configuration at the anomeric position, while the O–acetyl and NAP groups, in C–2 



 
101 

and C–4 positions respectively, assure the α–selectivity for the glycosylation with the 

glucose donor 2. 

Donor 2 and acceptor 1 were strategically substituted to give a good profile of 

yield/selectivity during the subsequent reaction of glycosylation, in the presence of 

activators (TMSOTf and NIS), in anhydrous CH2Cl2, giving disaccharide 3. [232] In order 

to allow the following cis–glycosylation, the protection in C–4 position on rhamnose was 

removed [234], yielding compound 4. The reaction of β–mannosylation between mannose 

donor 5 and disaccharide 4 [238] led to trisaccharide 6 with good yield and stereoselectivity.  

The trisaccharide was then deprotected from the picoloyl group, [238] then desilylated [241–

243] giving compound 8. A reaction of hydrogenation/hydrogenolysis, in the presence of H2 

and Pd(OH)2/C as catalyst, led to intermediate 9. The reaction of N–acetylation on mannose 

residue was performed with (CH3CO)2Ag and acetic anhydride in MeOH, to yield compound 

10. 

 

8.3.  Conclusions and future outlook 

As a future plan, the study of the effect of the single protections on the spatial conformation 

of the trisaccharide could be carried out operating a full deprotection of the trisaccharide 

residue, followed by NMR and MD experiments. Then, a last synthetic step of 2–O–

deacetylation could be pursued on the fully deprotected trisaccharide, in order to study the 

conformational effect of the acetyl group in position 2 of the rhamnose residue. 

Last but not least, deuterium–substituted analog thereof, at the anomeric position of residue 

G could be synthesized following the same synthetic route, to facilitate further experimental 

NMR studies and to develop further efficient synthetic protocols for challenging 

glycosylation reactions. 
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9. Materials and Methods 

 

9.1.  Project #1 

 

9.1.1.  Molecular Docking 

 

Molecular docking parameters were the same for both Projects #1 and #2. 

For docking predictions, the academic program AutoDock Vina 1.1.2.  [244] version 1.5.6 

was selected for its known sampling and scoring functions. [245] The crystal structure of the 

tubulin–colchicine complex (PDB code: 4O2B; resolution: 2.30 Å) was retrieved by the 

Protein Data Bank (rcsb.org). [127] The starting point was the preparation of the protein 

structure, by removal of H2O molecules, MES (buffer, 2–(N–morpholino)–ethanesulfonic 

acid), GOL (glycerol), ions (Ca2+, Mg2+), GTP (guanosine–5'–triphosphate), GDP 

(guanosine–5'–diphosphate), but also chains C, D, E, F, to analyze the docking poses of 

ligands in a free binding pocket. Programs for the docking analysis were PyMOL 2.3.4. 

AutoDockTools (ADT), [132] employed to obtain the PDBQT files of both protein structures 

and all ligands, but also to determine the docking Grid Box (30–30–30 Å for x,y,z 

coordinates). Docking was performed using the protein in its rigid form, or by making some 

amino acids flexible: Serα178, Thrα179, Alaα180, Alaα181. These amino acids are known 

to establish important H–bonds with the colchicine–binding pocket of tubulin. [128] The 

exhaustiveness value was set to 64 and the number of poses to 10 for each Vina docking 

calculation. The binding energy range was imposed to be ≤ 2 kcal/mol, above that of the best 

binding pose for each ligand. Binding poses and protein–ligand interactions were depicted 

in 2D–pictures elaborated through two molecular‐graphics programs: LigPlot+ v.2.2. and 

Maestro (Schrödinger package).  LigPlot+ processed in 2D–dimension the protein–ligand 

interaction with a cutoff of 5 Å from the center of the ligand. Maestro’s Ligand Interaction 

Diagram is a 2D binding site representation known for its accuracy in the placement of 

residues. Structural superimposition of the docked pose of compound 9a and the crystal 

structure of tubulin co–crystallized with colchicine, as well as other CBSIs, were represented 

with PyMOL. The crystallized structures of tubulin/ligand complexes were obtained from 

the Protein Data Bank: colchicine (PDB ID: 4O2B), tivantinib (TIV, PDB ID: 5CB4), 

plinabulin (PLI, PDB ID: 5C8Y), crolibulin (CRO, PDB ID: 6JCJ). The docking calculations 
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were conducted on a PC with an Intel® Core™ i7–9705H CPU @ 2.60 GHz with 8 GB 

RAM (operating system: Ubuntu 16.04, 6 CPUs for each simulation).  

Same parameters for compound 5 of Project #2, which was docked in colchicine–binding 

site and the binding pose and protein–ligand interactions of its best–docked pose were 

represented in a 2D–image made with LigPlot+ and compared with docking outputs of 

previous leads 34 and 9a (Project #1). 

 

9.1.2.  Chemistry 

 

9.1.2.1. Materials and synthetic methods 

 

3,4–difluoroaniline (1) and the aldehydes (8a–j) were commercially available. The synthetic 

route starts with the commercially available 3,4–difluoroaniline (1). Starting material 1 was 

acetylated with acetic anhydride, yielding compound 2. The following nitration of the amidic 

compound 2 with a solution of KNO3 in H2SO4conc, resulted in the formation of nitro–

derivative 3. Then, 4,5–difluoro–2–nitroaniline 4 was obtained by hydrolytic deprotection 

with H2SO4conc. The reduction of nitro group led to 4,5–difluorobenzene–1,2–diamine (5).  

The dianiline derivative 5 is cyclized with NaNO2 in HCl, obtaining 5',6'–

difluorobenzotriazole (6). The reaction of intermediate 6 with ClCH2CN was performed in 

the presence of KOH, in acetonitrile, to gain two geometric isomers bearing an acetonitrile 

chain on the triazole ring 7a,b. The final step corresponds to a Knoevenagel reaction between 

each acetonitrile isomer (7a,b), separately,  and different commercially purchased aromatic 

aldehydes (8a–j), bringing to final (E)(Z)-2-(5,6-difluoro-(1H)2H-benzo[d][1,2,3]triazol-

1(2)-yl)-3-(R)acrylonitrile derivatives 9a–j, 10e, and 11a,b. The final step generally brings 

to the sole formation of the E–isomer; only in one case a Z–isomer derivative was identified 

and purified from the reaction mixture (10e). A Knoevenagel condensation between 2-(1H-

benzo[d][1,2,3]triazol-1-yl)acetonitrile 12a and aldehydes 8d,j gave final compounds 13d,j. 

Compounds were purified by flash chromatography or by crystallization from EtOH. 

Mixtures of compounds were often purified through flash chromatography, employing the 

Merck silica gel 60, with a particle size of 0.040–0.063 mm (230–400 mesh ASTM); utilized 

eluents were petroleum spirit (PS), diethyl ether (DE), ethyl acetate (EA), chloroform 

(CHCl3) and methanol (CH3OH). Sodium sulfate was always used as the drying agent, while 

Celite® 545 was used as a filtering agent. Commercially available chemicals were purchased 

from Sigma Aldrich and Carlo Erba Reagents. 
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9.1.2.2. Chemical characterization  

 

General chemical characterization is reported for both Projects #1 and #2. As for the 

characterization of intermediates and final compounds, retention factor (Rf) values were 

obtained utilizing a mixture of petroleum spirit (PS) and ethyl acetate (EA) as eluents, in 8:2 

ratio; Thin Layer Chromatographies (TLCs) were developed on Merck F–254 plates. 

Melting points (m.p.) of the compounds were measured in a Köfler hot stage in open 

capillaries or Digital Electrothermal melting point apparatus and are uncorrected. Nuclear 

Magnetic Resonance (NMR) experiments were registered in solutions in DMSO–d6 

(deuterated DMSO) and recorded with a Bruker Avance III 400 NanoBay (400 MHz). 1H–

NMR chemical shifts are reported in parts per million (ppm), downfield from 

tetramethylsilane (TMS, internal standard). The chemical shift scale is in ppm (δ) and 

coupling constants (J) are calculated in Hertz (Hz). The assignment of exchangeable protons 

(OH and NH) was often confirmed by D2O addition. The splitting of the signals is reported 

as s (singlet), d (doublet), dd (doublet of doublets), ddd (doublet of doublets of doublets), t 

(triplet), m (multiplet) and wm (wide multiplet). 13C–NMR chemical shifts are reported 

downfield from tetramethylsilane (TMS, internal standard), and the jmod method was 

employed (J–modulated spin–echo for X–nuclei coupled to H–1 to determine the number of 

attached protons). For Project #2, 2D–NOESY spectra were acquired, to characterize the 

three geometric isomers 2–4. For the E/Z–isomers characterization for Project #1, 1H–NMR 

spectra were acquired on an Agilent INOVA–500 spectrometer with an operative Larmor 

frequency of 500.3 MHz, by using a 6.1 μs pulse (90°), 1 s delay time, 1.5 s acquisition time, 

8 transients and a spectral width of 9 kHz. 1H–1H correlation TOCSY experiments were 

recorded over the same spectral window using 2048 complex points and sampling each of 

the 256 increments with 8 scans and by applying 80 ms spin–lock with the MLEV–17 mixing 

scheme. The same acquisition parameters were applied for the acquisition of the NOESY 

experiments with a 200 ms mixing time. In addition, a series of selective DPFGSE (Double 

Pulse Field Gradient Spin–Echo) one–dimensional NOESY [246] was performed with the 

same parameters as for standard 1H acquisition with 128 transients and either 250, 500 and 

750 ms mixing time. Resonance assignments were obtained based on relative intensity, 

chemical shift and fine structure, together with results from TOCSY and NOESY 2D spectra 

as well as the database at www.nmrdb.org. [247] 

As for the ESI–MS characterization, the compounds were dissolved in CH3CN for HPLC 

(concentration of 1.0–2.0 ppm). Mass spectra (full mass) were obtained on a Q Exactive Plus 

http://www.nmrdb.org/
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Hybrid Quadrupole–Orbitrap mass spectrometer (Thermo Fisher Scientific), in both 

positive– and negative–ion modes. The solutions were infused into the ESI chamber at a 

5.00 μL/min flow rate. The spectra were recorded in the m/z range 150–800 at a resolution 

of 140 000 and accumulated for at least 2 min to increase the signal–to–noise ratio. Positive–

ion spectra were acquired as follows: spray voltage of 2300 V, capillary temperature of 250 

°C, sheath gas 10 (arbitrary units), auxiliary gas 3 (arbitrary units), sweep gas 0 (arbitrary 

units) and probe heater temperature of 50 °C. On the other hand, for negative−ion 

acquisitions, different parameters were imposed: spray voltage of −1900 V, capillary 

temperature of 250 °C, sheath gas 20 (arbitrary units), auxiliary gas 5 (arbitrary units), sweep 

gas 0 (arbitrary units), probe heater temperature of 50 °C. Post–processing of ESI–MS 

spectra was performed through the Thermo Xcalibur 3.0.63 software (Thermo Fisher 

Scientific), and the Xtract tool (integrated into the software) was used to extract the average 

deconvoluted monoisotopic masses. 

 

 

9.1.3.  Physicochemical, pharmacokinetic and drug–likeness predictions 

 

SwissADME (http://www.swissadme.ch) predictions were performed for each final 

compound. [248] The prediction does not discriminate between E– and Z–isomer. Starting 

from the physicochemical properties, they include molecular characteristics, such as the 

Topological Polar Surface Area (TPSA). Lipophilicity is reported as Log Po/w, calculated 

through different logarithms (iLOGP, XLOGP3, WLOGP, MLOGP, SILICOS–IT), 

contributing to the average value of consensus Log Po/w. [249] The solubility and the Log S 

of each derivative are also determined through several methods. Pharmacokinetic predictions 

of the GI (gastrointestinal), BBB (blood–brain barrier) and skin absorption, but also the 

affinity (substrate or inhibitor) for some important proteins (e.g. P–gp) and metabolic 

enzymes are predicted. Drug–likeness is was forecast e.g. through Lipinski ‘rule of five’, 

[250] or the bioavailability score. Other algorithms predicted drug–likeness characteristics 

through Ghose, Veber, Egan and Muegge filters. Final considerations are the synthetic 

accessibility and the lead–likeness. SwissADME prediction characteristics are explained for 

both Projects #1 and #2. 

 

 

 

http://www.swissadme.ch/
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9.1.4.  Characterization of compounds 

 

N-(3,4-difluorophenyl)acetamide (2) 

Acetic anhydride (1 ml) was added dropwise to 3,4–difluoroaniline (1) (1 g, 0.8 ml, 7.8 

mmol,) at 0 °C (10 min). The white precipitate was filtered off, washed to neutral pH, then 

dried over Na2SO4. C8H7F2NO, MW: 171.14; 80% yield (1.1 g, 6.4 mmol), m.p. 107.3–109.4 

°C; Rf 0.10.  

1H–NMR (DMSO–d6): δ 10.16 (1H, s, NH), 7.77 (1H, ddd, 1JH–F= 13.2 Hz, 2Jmeta= 7.6 Hz, 

3Jmeta= 2.4 Hz, H–2), 7.36 (1H, dd, 1JH–F= 19.3 Hz, 2Jmeta= 9.2 Hz, H–5), 7.25 (1H, wm, H–

6), 2.04 (3H, s, CH3). 
13C–NMR (DMSO–d6): δ 168.51 (C=O), 148.84 (C, dd, 1JC–F= 242 

Hz, 2JC–F= 13 Hz, C–F), 144.99 (C, dd, 1JC–F= 240 Hz, 2JC–F= 13 Hz, C–F), 136.31 (C–N), 

117.32 (CH), 115.11 (C, d, JC–F= 8 Hz, CH–CF), 107.85 (C, d, JC–F= 22 Hz, CH–CF), 23.86 

(CH3).  

ESI–MS: m/z [M + H]+ calcd for C8H7F2NO 172.05685, found 172.05676. 

 

N-(4,5-difluoro-2-nitrophenyl)acetamide (3) 

Intermediate 2 (1 g, 6.0 mmol) was dissolved in concentrated H2SO4 (H2SO4 conc) at 0 °C. A 

solution of KNO3 (1.22 g, 12.0 mmol) in H2SO4 conc (3.26 ml) was added dropwise. The 

solution was heated up to r.t. and stirred for 2 h. Next, the reaction was quenched with ice. 

The resulting precipitate was filtered off and washed with water to neutral pH. Pale–yellow 

solid; C8H6F2N2O3, MW: 216.14; 79% yield (1 g, 4.6 mmol); m.p. 101.4–102.5 °C; Rf 0.60.  

1H–NMR (DMSO–d6): δ 10.33 (1H, s, NH), 8.22 (1H, t, 1JH–F= 8.8 Hz, H–5), 7.83 (1H, dd, 

1JH–F= 11.2 Hz, 2JH–F= 7.6 Hz, H–2), 2.09 (3H, s, CH3).  

13C–NMR (DMSO–d6): δ 168.82 (C=O), 151.90 (C, dd, 1JC–F= 253 Hz, 2JC–F= 13 Hz, C–F), 

145.04 (C, dd, 1JC–F= 246 Hz, 2JC–F= 14 Hz, C–F), 137.45 (C–N), 129.55 (CH), 114.89 (C, 

d, JC–F= 10 Hz, CH–CF), 113.43 (C, d, JC–F= 22 Hz, CH–CF), 23.39 (CH3).  

ESI–MS: m/z [M + H]+ calcd for C8H6F2N2O3 217.10478, found 217.04193.  

 

4,5-difluoro-2-nitroaniline (4) 

Intermediate 3 (1 g, 4.6 mmol) was dissolved in 10 ml H2SO4 conc under reflux for 2 h. Next, 

the reaction was quenched with ice. The resulting precipitate was then filtered off and 

washed with water to neutral pH. Yellow solid; C6H4F2N2O2, MW: 174.11; 61% yield (1.0 

g, 5.7 mmol); m.p. 95.6–105.5 °C; Rf 0.53.  
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1H–NMR (DMSO–d6): δ 7.99 (1H, dd, 1JH–F= 11.0 Hz, 2JH–F= 8.4 Hz, H–5), 7.56 (2H, s, 

NH2), 6.96 (1H, dd, 1JH–F= 12.8 Hz, 2JH–F= 7.2 Hz, H–2).  

13C–NMR (DMSO–d6): δ 154.67 (C, dd, 1JC–F= 126 Hz, 2JC–F= 15 Hz, C–F), 144.63 (C, d, 

JC–F= 12 Hz, C), 139.89 (C–F), 125.06 (C–NH2), 110.93 (CH–CF), 105.41 (C, d, JC–F= 21 

Hz, CH–CF).  

ESI–MS: m/z [M + H]+ calcd for C6H4F2N2O2 175.03136, found 174.95352.  

 

4,5-difluorobenzene-1,2-diamine (5) 

Compound 4 (2 g, 11.5 mol) was dissolved in ethanol (200 ml). Pd/C (0.20 g, 10 % w/w) 

was added. The hydrogenation was performed with the shaking hydrogenation reactor (open 

tank, 1.5 h). The Pd/C was filtered off and the solution was concentrated in vacuo to yield a 

brown oil, which was purified via flash chromatography with DE. Brown solid; C6H6F2N2, 

MW: 144.12; 98% yield (1.62 g, 11.2 mmol); m.p. 111.6–117.2 °C; Rf 0.10.  

1H–NMR (DMSO–d6): δ 7.04 (2H, t, 1JH–F= 10.4 Hz, H–2,5), 5.33 (4H, s, 2NH2).  

13C–NMR (DMSO–d6): δ 141.14 (2C, dd, 1JC–F= 231 Hz, 2JC–F= 15Hz, C–F), 131.46 (2C–

NH2), 102.34–101.71 (2C, m, CH–F).  

ESI–MS: m/z [M + H]+ calcd for C6H6F2N2 145.05718, found 145.05730. 

 

5,6-difluoro-1H-benzo[d][1,2,3]triazole (6) 

Compound 5 (1.65 g, 11.0 mmol) was dissolved in HCl 2N (114 ml) at 0 °C. A solution of 

NaNO2 (1.63 g, 0.3 mol) was added dropwise. The solution was heated up to r.t., then 

extracted with DE. Yellow solid; C6H3F2N3, MW: 155.11; 43% yield (0.8 g, 5.0 mmol); m.p. 

179–181 °C; Rf 0.16. Spectra correspondent to lit. [251]  

ESI–MS: m/z [M – H]– calcd for C6H4F2N4 154.02113, found 154.02127.  

 

Synthesis and characterization of the intermediates 2-(5,6-difluoro-2H-

benzo[d][1,2,3]triazol-2-yl)acetonitrile (7a) and 2-(5,6-difluoro-1H-

benzo[d][1,2,3]triazol-1-yl)acetonitrile (7b) 

Compound (6) (2.4 g, 15.3 mmol), KOH (0.95 g, 16.9 mmol) and chloroacetonitrile (0.9 ml, 

1.0 g, 13.8 mmol) were dissolved in CH3CN (20 ml), at 80 °C overnight. The solution was 

concentrated in vacuo and purified via flash chromatography (PS/EA 8/2).  These reaction 

conditions led to selective formation of the N–1'–isomer compared to the N–2'–isomer (ratio 

3:1).  
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Intermediate 7a:  

 

 

Orange solid; C8H4F2N4, MW: 194.14; 9% yield (0.26 g, 1.3 mmol); m.p. 97.3–99.1 °C; Rf 

0.20.  

1H–NMR (DMSO–d6): δ 8.17 (2H, t, 1JH–F= 8.8 Hz, H–4,7), 6.28 (2H, s, CH2).  

13C–NMR (DMSO–d6): δ 150.85 (2C, d, 1JC–F= 249.2 Hz, 2JC–F= 19.3 Hz, C–F), 140.13 (2C, 

t, 1JC–F= 6.0 Hz, C=N), 114.12 (C≡N), 104.30 (2C, m, CH–CF), 44.0 (CH2).  

ESI–MS: m/z [M – H]– calcd for C8H4F2N4 193.03203, found 193.03246.  

 

Intermediate 7b:  

 

 

 

Yellow solid; C8H4F2N4, MW: 194.14; 33% yield (0.98 g, 5.0 mmol); m.p. 129.2–131.3 °C; 

Rf 0.18 (PS/EA 7/3).  

1H–NMR (DMSO–d6): δ 8.29 (1H, dd, 1JH–F= 10.0 Hz, 2JH–F= 7.2 Hz, H–4), 8.21 (1H, dd, 

1JH–F= 9.6 Hz, 2JH–F= 6.8 Hz, H–7), 6.14 (2H, s, CH2).  

13C–NMR (DMSO–d6): δ 150.87 (1C, dd, 1JC–F= 240.6 Hz, 2JC–F= 16.8 Hz, C–F), 148.41 

(1C, dd, 1JC–F= 233.5 Hz, 2JC–F= 22.0 Hz, C–F), 140.32 (1C, d, 1JC–F= 11.0 Hz, C=N), 128.79 

(1C, d, 1JC–F= 12.0 Hz, C=N), 114.76 (C≡N), 106.65 (1C, dd, 1JC–F= 20.4 Hz, CH), 98.53 

(1C, d, 1JC–F= 25.0 Hz, CH), 36.01 (CH2).  

ESI–MS m/z [M – H]– calcd for C6H4F2N4 193.03203, found 193.03242.  

 

General procedure for final derivatives 9a–j, 10e, 11a,b and 13d,j.  

Compounds 9a–j and 10e were obtained from 7b and 8a–j (ratio 1:1), derivatives 11a,b from 

7a and 8a,b (ratio 1:1) and 13d,j from 12a and 8d,j (ratio 1:1). Triethylamine (TEA, ratio 

1:1.2) was used as a base for products 9a–c,e–j, 10e and 11a,b, in toluene as a solvent at 110 

°C. DIMCARB (ratio 1:1.2) was used as a catalyst for products 9d and 13d, in acetonitrile 

at 60 °C. Piperidine was used as a base for product 13j, in acetonitrile at 60 °C. Some of the 
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final compounds were (1) filtered off and crystallized from EtOH, (2) some were worked–

up through flash chromatography. 

 

(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(p-tolyl)acrylonitrile (9a) 

 

 

 

Work–up procedure (2): PS/EA 9.5/0.5. White solid; C16H10F2N4, MW: 296,28; 45% yield 

(0.24 g, 0.8 mmol); m.p. 121.4–122.5 °C; Rf 0.72.  

1H–NMR (DMSO–d6): δ 8.50 (1H, dd, 1JH–F= 10.0 Hz, 2JH–F= 7.2 Hz, H–4'), 8.38 (1H, dd, 

1JH–F= 9.8 Hz, 2JH–F= 7.2 Hz, H–7'), 8.28 (1H, s, =CH), 7.98 (2H, d, 1JH–H = 8.0 Hz, H–2'',6''), 

7.51 (2H, d, 1JH–H = 8.4 Hz, H–3'',5''), 2.48 (3H, s, CH3).  

13C–NMR (DMSO–d6): δ 151.34 (1C, dd, 1JH–F= 241.2 Hz, 2JH–F= 16.6 Hz, C–F), 148.63 

(1C, dd, 1JH–F= 244.5 Hz, 2JH–F= 16.2 Hz, C–F), 142.61 (C–CH3), 142.43 (=CH), 140.6 (1C, 

d, JH–F= 10.4 Hz, C=N), 129.80 (4C, m, CH), 128.08 (1C, d, JH–F= 12.0 Hz, C=N), 127.68 

(C), 114.15 (C≡N), 107.04 (1C, d, 1JC–F= 20.8 Hz, CH–CF), 104.71 (C=CH), 99.65 (1C, d, 

1JC–F= 24.6 Hz, CH–CF), 21.15 (CH3).  

ESI–MS: m/z [M + H]+ calcd for C16H10F2N4 297.09463, 298.09798, found 297.09467, 

298.09808.  

 

(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-methoxyphenyl)acrylonitrile (9b) 
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Work–up procedure (1). Brown solid; C16H10F2N4O, MW: 312,28; 37% yield (0.18 g; 0.6 

mmol); m.p. 102.8–103.4 °C; Rf 0.48.  

1H–NMR (DMSO–d6): δ 8.43 (1H, dd, 1JH–F= 9.8 Hz, 2JH–F= 7.2 Hz, H–4'), 8.29 (1H, dd, 

1JH–F= 9.4 Hz, 2JH–F= 7.2 Hz, H–7'), 8.18 (1H, s, =CH), 8.02 (2H, d, JH–H= 8.8 Hz, H–2'',6''), 

7.21 (2H, d, JH–H= 8.8 Hz, H–3'',5''), 3.89 (3H, s, OCH3).  

13C–NMR (DMSO–d6): δ 162.42 (C–OCH3), 151.30 (1C, dd, 1JH–F= 250.0 Hz, 2JH–F= 16.7 

Hz, C–F), 148.62 (1C, dd, 1JH–F= 244.0 Hz, 2JH–F= 16.3 Hz, C–F), 142.79 (=CH), 140.52 

(1C, d, JH–F= 10.4 Hz, C=N), 131.97 (2CH), 128.20 (1C, d, JH–F= 12.3 Hz, C=N), 122.71 

(C), 114.85 (2CH), 114.57 (C≡N), 106.99 (1C, d, 1JC–F= 20.9 Hz, CH–CF), 102.57 (C=CH), 

99.52 (1C, d, 1JC–F= 24.6 Hz, CH–CF), 55.58 (CH3).  

ESI–MS: m/z [M + H]+ calcd for C16H10F2N4O 313.08954, 314.09290, found 313.08945, 

314.09280.  

 

(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(2,3,4-

trimethoxyphenyl)acrylonitrile (9c) 

 

 

 

Work–up procedure (2): PS/EA 9/1. Yellow solid; C18H14F2N4O3, MW: 344,32; 21% yield 

(0.1 g, 0.3 mmol); m.p. 119.3–120.6 °C; Rf 0.43.  

1H–NMR (DMSO–d6): δ 8.44 (1H, dd, 1JH–F= 9.6 Hz, 2JH–F= 7.2 Hz, H–4'), 8.21 (1H, dd, 

1JH–F= 9.6 Hz, 2JH–F= 6.8 Hz, H–7'), 8.11 (1H, s, C=CH), 7.94 (1H, d, JH–H= 8.8 Hz, H–6''), 

7.13 (1H, d, JH–H= 8.8 Hz, H–5''), 3.94 (3H, s, OCH3), 3.90 (3H, s, OCH3), 3.81 (3H, s, 

OCH3).  

13C–NMR (DMSO–d6): δ 156.99 (C–OCH3), 153.14 (2C–OCH3), 141.52 (C), 140.32 (CF), 

138.04 (CH), 128.44 (CF), 123.56 (CH), 116.76 (2C), 114.30 (C≡N), 108.47 (CH), 107.06 

(1C, d, 1JC–F= 21.6 Hz, CH–CF), 104.09 (C=CH), 99.20 (1C, d, 1JC–F= 24.7 Hz, CH–CF), 

61.82 (OCH3), 60.43 (OCH3), 56.19 (OCH3).  
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ESI–MS: m/z [M + H]+ calcd for C18H14F2N4O3 373.11067, 374.11403, found 373.11124, 

374.11432; m/z [M + Na]+ calcd 395.092962, 396.09597, found 395.09296, 396.09625; m/z 

[M + K]+ calcd 411.06656, found 411.06683. 

 

(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-hydroxyphenyl)acrylonitrile (9d) 

 

 

 

Work–up procedure (1). Yellow solid; C15H8F2N5O, MW: 298.25; 29% yield (0.12 g, 0.40 

mmol); m.p. 178.4–180,6 °C; Rf 0.18.  

1H–NMR (DMSO–d6): δ 10.59 (1H, s, OH), 8.41 (1H, dd, 1JH–F= 9.6 Hz, 2JH–F= 7.2 Hz, H–

4'), 8.25 (1H, dd, 1JH–F= 9.0 Hz, 2JH–F= 6.8 Hz, H–7'), 8.09 (1H, s, =CH), 7.92 (2H, d, JH–H= 

8.0 Hz, H–2'',6''), 7.0 (2H, d, JH–H= 8.0 Hz, H–3'',5'').  

13C–NMR (DMSO–d6): δ 161.54 (C–OH), 151.28 (1C, dd, 1JH–F= 249.0 Hz, 2JH–F= 17.0 Hz, 

C–F), 148.59 (1C, dd, 1JH–F= 244.5 Hz, 2JH–F= 17.0 Hz, C–F), 143.62 (CH=C), 140.46 (1C, 

d, JH–F= 10.0 Hz, C=N), 132.31 (2CH), 128.30 (1C, d, JH–F= 12.0 Hz, C=N), 121.11 (C), 

116.23 (2CH), 114.81 (C≡N), 106.94 (1C, d, 1JC–F= 21.0 Hz, CH–CF), 101.17 (C=C), 99.39 

(1C, d, 1JC–F= 25.0 Hz, CH–CF).  

ESI–MS: m/z [M – H]– calcd for C15H8F2N5O 297.05824, 298.06160, 299.06495, found 

297.05939, 298.06268, 299.06622.  

 

(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-nitrophenyl)acrylonitrile (9e) 
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Work–up procedure (2): PS/EA 8/2. Yellow powder; C15H7F2N5O2, MW: 327.25; 24% yield 

(0.11 g, 0.3 mmol); m.p. 151.1–152.6 °C; Rf 0.46.  

1H–NMR (DMSO–d6): δ 8.51–8.42 (2H, m, H–4',7'), 8.48 (2H, d, JH–H= 8.8 Hz, H–3'',5''), 

8.43 (1H, s, =CH), 8.23 (2H, d, JH–H= 8.4 Hz, H–2'',6'').  

13C–NMR (DMSO–d6): δ 151.47 (1C, dd, 1JH–F= 249.5 Hz, 2JH–F= 17.0 Hz, C–F), 148.70 

(1C, dd, 1JH–F= 245.0 Hz, 2JH–F= 16.0 Hz, C–F), 148.48 (C–NO2), 140.84 (1C, d, JH–F= 10.0 

Hz, C=N), 137.61 (=CH), 137.03 (C), 130.79 (2CH), 127.71 (1C, d, JH–F= 12.0 Hz, C=N), 

124.13 (2CH), 113.15 (C≡N), 109.56 (C=CH), 107.23 (1C, d, 1JC–F= 20.0 Hz, CH–CF), 

100.17 (1C, d, 1JC–F= 24.0 Hz, CH–CF).  

ESI–MS m/z [M + H]+ calcd for C15H7F2N5O2 328.06406, found 328.06406.  

 

(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-fluorophenyl)acrylonitrile (9f) 

 

 

 

Work–up procedure (1). Light brown solid; C15H7F3N4, MW: 300,24; 19% yield (0.06 g, 0.2 

mmol); m.p. 135.3–136.4 °C; Rf 0.67.  

1H–NMR (DMSO–d6): δ 8.46 (1H, dd, 1JH–F= 9.8 Hz, 2JH–F= 7.2 Hz, H–4'), 8.35 (1H, dd, 

1JH–F= 10.0 Hz, 2JH–F= 6.8 Hz, H–7'), 8.28 (1H, s, =CH), 8.10 (2H, dd, JH–H= 8.4 Hz e JH–H= 

5.2 Hz, H–2'',6''), 7.51 (2H, t, H–3'',5'').  

13C–NMR (DMSO–d6): δ 165.11 (C), 162,40 (C), 151.39 (1C, dd, 1JH–F= 251.3 Hz, 2JH–F= 

20.0 Hz, C–F), 148.65 (1C, dd, 1JH–F= 245.1 Hz, 2JH–F= 16.1 Hz, C–F), 140.80 (=CH), 140.64 

(1C, d, JH–F= 10.3 Hz, C=N), 132.38 (2C, d, 1JC–F= 9.1 Hz, CH–CF), 128.01 (1C, d, JH–F= 

12.4 Hz, C=N), 127.16 (C), 116.47 (2C, d, 1JC–F= 22.1 Hz, CH–CF), 113.88 (C≡N), 107.09 

(1C, d, 1JC–F= 20.7 Hz, CH–CF), 99.77 (1C, d, 1JC–F= 24.9 Hz, CH–CF).  

ESI–MS: m/z [M + H]+ calcd for C15H7F3N4 301.06956, 302.07291, found 301.06961, 

302.07288.  
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(E)-3-(4-chlorophenyl)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)acrylonitrile (9g) 

 

 

 

Work–up procedure (2): PS/EA 9/1. Light brown solid; C15H7ClF2N4, MW: 316.70; 34% 

yield (0.27 g, 0.9 mmol); m.p. 147.3–149.7 °C; Rf 0.50.  

1H–NMR (DMSO–d6): δ 8.46 (1H, dd, 1JH–F= 9.6 Hz, 2JH–F= 7.2 Hz, H–4'), 8.36 (1H, dd, 

1JH–F= 9.6 Hz, 2JH–F= 6.8 Hz, H–7'), 8.28 (1H, s, =CH), 8.02 (2H, d, JH–H= 8.8 Hz, H–2'',6''), 

7.73 (2H, d, JH–H= 8.8 Hz, H–3'',5'').  

13C–NMR (DMSO–d6): δ 151.39 (1C, dd, 1JH–F= 249.0 Hz, 2JH–F= 16.0 Hz, C–F), 148.69 

(1C, dd, 1JH–F= 245.0 Hz, 2JH–F= 16.0 Hz, C–F), 140.69 (1C, d, JH–F= 11.0 Hz, C=N), 140.13 

(=CH), 136.49 (C), 131.38 (2CH), 129.46 (C–Cl), 129.33 (2CH), 127.91 (1C, d, JH–F= 12.0 

Hz, C=N), 113.69 (C≡N), 107.11 (1C, d, 1JC–F= 20.0 Hz, CH–CF), 106.63 (C=CH), 99.85 

(1C, d, 1JC–F= 24.0 Hz, CH–CF).   

ESI–MS: m/z [M + H]+ calcd for C15H7ClF2N4 317.04001, found 317.04178.  

 

(E)-3-(4-bromophenyl)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)acrylonitrile (9h) 

 

 

 

Work–up procedure (2): PS/DE 8/2. White powder; C15H7BrF2N4, MW: 361.15; 47% yield 

(0.35 g, 1.0 mmol); m.p. 150.0–151.6 °C; Rf 0.3.  

1H–NMR (DMSO–d6): δ 8.46 (1H, dd, 1JH–F= 9.8 Hz, 2JH–F= 7.6 Hz, H–4'), 8.37 (1H, dd, 

1JH–F= 9.6 Hz, 2JH–F= 6.8 Hz, H–7'), 8.26 (1H, s, =CH), 7.95 (2H, d, JH–H= 8.8 Hz, H–2'',6''), 

7.87 (2H, d, JH–H= 8.4 Hz, H–3'',5'').  



 
114 

13C–NMR (DMSO–d6): δ 151.41 (1C, dd, 1JH–F= 250.0 Hz, 2JH–F= 16.4 Hz, C–F), 148.67 

(1C, dd, 1JH–F= 245.0 Hz, 2JH–F= 16.2 Hz, C–F), 140.69 (1C, d, JH–F= 10.2 Hz, C=N), 140.13 

(=CH), 132.20 (2CH), 131.43 (2CH), 129.75 (C), 127.85 (1C, d, JH–F= 12.4 Hz, C=N), 

125.43 (C–Br), 113.59 (C≡N), 107.01 (1C, d, 1JC–F= 19.4 Hz, CH–CF), 106.67 (C=C), 99.72 

(1C, d, 1JC–F= 24.8 Hz, CH–CF).   

ESI–MS: m/z [M + H]+ calcd for C15H7BrF2N4 359.98222, 361.98017, found 359.98376, 

361.97989.  

 

(E)-3-(benzo[d][1,3]dioxol-4-yl)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-

yl)acrylonitrile (9i) 

 

 

 

Work–up procedure (1). Yellow solid; C6H8F2N4O2, MW: 326,26; 28% yield (0.13 g, 0.4 

mmol); m.p. 164.6–165.2 °C; Rf 0,41.  

1H–NMR (DMSO–d6): δ 8.44 (1H, dd, 1JH–F= 9.6 Hz, 2JH–F= 7.2 Hz, H–4'), 8.28 (1H, dd, 

1JH–F= 9.6 Hz, 2JH–F= 6.8 Hz, H–7'), 8.15 (1H, s, =CH), 7.62 (1H, d, JH–H= 1.6 Hz, H–2''), 

7.56 (1H, dd, JH–H= 8.4 Hz e J= 1.6 Hz, H–6''), 7.20 (1H, d, JH–H= 8.4 Hz, H–5''), 6.21 (2H, 

s, CH2).  

13C–NMR (DMSO–d6): δ 151.76 (1C, dd, 1JH–F= 249.6 Hz, 2JH–F= 16.6 Hz, C–F), 151.29 

(C–O), 149.10 (1C, dd, 1JH–F= 245.0 Hz, 2JH–F= 16.2 Hz, C–F), 148.42 (C–O), 146.92 (=CH), 

142.92 (CH), 141.06 (1C, d, JH–F= 10.4 Hz, C=N), 128.59 (1C, d, JH–F= 12.4 Hz, C=N), 

127.52 (CH), 124.70 (C), 114.86 (C≡N), 109.49 (CH), 108.44 (CH), 107.46 (2CH, d, 1JC–F= 

28.0 Hz, CH–CF), 103.68 (C=CH), 102.76 (O–CH2–O), 99.96 (2CH, d, 1JC–F= 24.8 Hz, CH–

CF).  

ESI–MS: m/z [M + H]+ calcd for C16H8F2N4O2 327.06881, 328.07216, found 327.06906, 

328.07233.  
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(E)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(isoquinolin-5-yl)acrylonitrile (9j) 

 

 

 

Work–up procedure (1). Light brown solid; C18H9F2N5, MW: 333.30; 33% yield (0.2 g, 0.6 

mmol); m.p. 109.4–111.5 °C; Rf 0.10.  

1H–NMR (DMSO–d6): δ 9.47 (1H, s, H–1''), 8.91 (1H, s, =CH), 8.64 (1H, d, JH–H= 6 Hz, H–

3''), 8.49 (1H, d, JH–H= 7.2 Hz, H–8''), 8.44 (2H, m, H–4',7'), 8.39 (1H, d, JH–H= 8.4 Hz, H–

6''), 8.12 (1H, d, JH–H= 6.0 Hz, H–4''), 7.93 (1H, t, JH–H= 7.8 Hz, H–7'').  

13C–NMR (DMSO–d6): δ 153.05 (CH), 151.43 (1C, dd, 1JH–F= 249.0 Hz, 2JH–F= 16.0 Hz, C–

F), 148.68 (1C, dd, 1JH–F= 245.0 Hz, 2JH–F= 16.0 Hz, C–F), 144.03 (CH), 140.73 (1C, d, JC–

F= 11.0 Hz, C=N), 138.08 (CH), 133.64 (C=CH), 131.45 (CH), 131.23 (CH), 128.18 (1C, d, 

JC–F= 13.0 Hz, C=N), 128.06 (C), 127.50 (C), 127.17 (=CH), 117.25 (CH), 113.42 (C≡N), 

109.82 (C), 107.07 (2CH, d, 1JC–F= 21.0 Hz, CH–CF), 100.16 (2CH, d, 1JC–F= 25.0 Hz, CH–

CF).  

ESI–MS: m/z [M + H]+ calcd for C18H9F2N5 334.08988, 335.09323, 336.09659, found 

334.09045, 335.09366, 336.09689.  

 

(Z)-2-(5,6-difluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-nitrophenyl)acrylonitrile (10e) 

 

 

 

Work–up procedure (1). Red solid; C15H7F2N5O2, MW: 327.25; 26% yield (0.12 g, 0.4 

mmol); m.p. 179.3–181.2 °C; Rf 0,68.  

1H–NMR (DMSO–d6):  8.53 (1H, dd, 1JH–F= 10.0 Hz, 2JH–F= 7.2 Hz, H–4'), 8.32 (2H, d, 

JH–H= 8.8 Hz, H–3'',5''), 7.74 (1H, dd, 1JH–F= 9.6 Hz, 2JH–F= 6.8 Hz, H–7'), 7.69 (2H, d, JH–

H= 8.8 Hz, H–2'',6''), 7.27 (1H, s, =CH).  
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13C–NMR (DMSO–d6): δ 151.34 (1C, dd, 1JC–F= 250.5 Hz, 2JC–F= 16.0 Hz, C–F), 149.45 

(C–NO2), 148.70 (1C, dd, 1JC–F= 227.5 Hz, 2JC–F= 16.0 Hz, C–F), 147.63 (C), 140.59 (1C, 

d, JH–F= 10.0 Hz, C=N), 137.20 (C=CH), 129.19 (2CH), 124.18 (1C, d, JH–F= 17.0 Hz, C=N), 

124.26 (2CH), 114.83 (C≡N), 107.43 (2CH, d, 1JC–F= 20.0 Hz, CH–CF), 99.77 (1C, d, 1JC–

F= 25.0 Hz, CH–CF), 99.64 (=CH).  

ESI–MS: m/z [M + H]+ calcd for C18H9F2N5 311.06467, found 311.25558. 

 

(E)-2-(5,6-difluoro-2H-benzo[d][1,2,3]triazol-2-yl)-3-(p-tolyl)acrylonitrile (11a) 

 

 

 

Work–up procedure (1). Yellow solid; C16H10F2N4, MW: 296,28; 42% yield (0.16 g, 0.5 

mmol); m.p. 158.1–160.5 °C; Rf 0,83.  

1H–NMR (DMSO–d6): δ 8.66 (1H, s, =CH), 8.23 (2H, t, 1JH–H= 8.8 Hz, H–4',7'), 7.96 (2H, 

d, JH–H= 8.0 Hz, H–2'',6''), 7.44 (2H, d, JH–H= 8.0 Hz, H–3'',5''), 2.42 (3H, s, CH3).  

13C–NMR (DMSO–d6): δ 151.39 (2C, dd, 1JC–F= 250.5 Hz, 2JC–F= 19.0 Hz, C–F), 142.87 

(2C, t, 1JC–F= 7.0 Hz, C=N), 138.24 (C=CH), 130.00 (2CH), 129.96 (2CH), 127.27 (C), 

113.08 (C≡N), 110.45 (C=CH), 104.33 (2CH, m, CH–CF), 21.23 (CH3).  

ESI–MS: m/z [M + H]+ calcd for C16H10F2N4 297.09463, found 297.09482.  

 

(E)-2-(5,6-difluoro-2H-benzo[d][1,2,3]triazol-2-yl)-3-(4-methoxyphenyl)acrylonitrile 

(11b) 

 

 

 

Work–up procedure (1). Brown solid; C16H10F2N4O, MW: 312,28; 39% yield (0.17 g, 

mmol); m.p. 148.6–149.3 °C; Rf 0,43.  

1H–NMR (DMSO–d6): δ 8.62 (1H, s, =CH), 8.21 (2H, t, 1JH–H= 8.8 Hz, H–4',7'), 8.06 (2H, 

d, JH–H= 8.8 Hz, H–2'',6''), 7.18 (2H, d, JH–H= 8.8 Hz, H–3'',5''), 3.88 (3H, s, OCH3).  
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13C–NMR (DMSO–d6): δ 162.52 (C–OCH3), 151.27 (2C, dd, 1JC–F= 250.5 Hz, 2JC–F= 20.0 

Hz, C–F), 140.37 (2C, t, 1JC–F= 6.0 Hz, C=N), 138.07 (C=CH), 132.23 (2CH), 122.32 (C), 

114.97 (2CH), 113.43 (C≡N), 108.68 (C=CH), 104.24 (2CH, m, CH–CF), 55.64 (CH3).  

ESI–MS: m/z [M + H]+ calcd for C16H10F2N4O 313.08954, found 313.08975.  

 

(E)-2-(1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-hydroxyphenyl)acrylonitrile (13d) 

 

 

 

Work–up procedure (2): CHCl3/CH3OH 9.9/0.1. Yellow solid; C15H10N4O, MW: 262.27; 

28% yield (0.2 g, 0.8 mmol); m.p. 115.4–116.5 °C; Rf 0.38.  

1H–NMR (DMSO–d6): δ 8.22 (2H, d, 1JH–H= 8.4 Hz, H–4’), 8.12 (1H, s, =CH), 7.98 (1H, d, 

JH–H= 8.4 Hz, H–7'), 7.93 (2H, d, JH–H= 8.4 Hz, H–2'',6''), 7.73 (1H, d, JH–H= 7.8 Hz, H–6'), 

7.00 (2H, d, JH–H= 8.4 Hz, H–3'',5'').  

13C–NMR (DMSO–d6): δ 161.86 (C–OH), 145.71 (C=N), 143.31 (CH), 132.61 (2CH), 

132.29 (C=N), 129.63 (CH), 125.68 (CH), 121.75 (C–CH), 120.35 (CH), 116.73 (2CH), 

115.39 (C≡N), 111.30 (CH), 102.06 (C).  

ESI–MS: m/z [M – H]– calcd for C15H10N4O 263.09274, found 263.53491.  

 

 

(E)-2-(1H-benzo[d][1,2,3]triazol-1-yl)-3-(isoquinolin-5-yl)acrylonitrile (13j) 

 

 

 

Work–up procedure (1). Brick red–brown powder. C18H11N5, MW: 297.32; 35% yield (0.23 

g, 0.8 mmol); m.p. 131.4 – 133.3 °C; Rf 0.04.  
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1H–NMR (DMSO–d6): δ 9.47 (1H, s, H–1''), 8.92 (1H, s, =CH), 8.63 (1H, d, JH–H= 5.6 Hz, 

H–3''), 8.50 (1H, d, JH–H= 7.2 Hz, H–4'), 8.39 (1H, d, JH–H= 8.0 Hz, H–4''), 8.28 (1H, d, JH–

H= 8.4 Hz, H–8''), 8.18 (1H, d, JH–H= 8.4 Hz, H–7'), 8.14 (1H, d, JH–H= 6 Hz, H–6''), 7.93 

(1H, t, JH–H= 8.0 Hz, H–6'), 7.79 (1H, t, JH–H= 8.0 Hz, H–7''), 7.62 (1H, t, JH–H= 8.0 Hz, H–

5'). 

13C–NMR (DMSO–d6): δ 153.05 (CH=N isoq), 145.49 (C=N), 144.06 (CH=N isoq), 137.02 

(CH), 133.65 (C=CH), 131.62 (C=N), 131.41 (CH), 131.09 (CH), 129.44 (CH), 128.09 (C), 

127.60 (C), 127.20 (CH), 125.53 (CH), 119.99 (=CH), 117.20 (CH), 113.53 (CN), 111.51 

(CH), 110.34 (C).  

ESI–MS: m/z [M + H]+ calcd for C15H10N4O 297.10145, 298.10480, found 297.06778, 

298.07114. 

 

 

9.2.  Project #2 

 

9.2.1.  Chemistry 

 

9.2.1.1. Materials and synthetic methods 

All starting materials and the different aldehydes (I–III) were commercially purchased. 

Compound 1 was synthesized as previously reported. [153] The synthetic route for 

benzotriazole intermediate 1 was reported by us. [153] The three geometric isomers (2–4) 

bearing an acetonitrile chain were fully characterized through NOESY experiments. This 

reaction was carried out with two different conditions: (A) TEA in DMF, as previously 

reported, [117] and (B) KOH in CH3CN. Final derivatives 5–7, 8–10 and 11–13 were 

obtained through Knoevenagel condensation between different aromatic aldehydes (I–III) 

and the acetonitrile intermediates 2–4. Knoevenagel reaction conditions: (A) DMA (ratio 

1:1.2), CH3CN for compounds 9–10 and 12; (B) DIMCARB (ratio 1:1.2), CH3CN for 5 and 

7; (C) Cs2CO3 (ratio 1:1.2), toluene for 8, 11, 13. Following work–up was performed in 

different ways: (A) filtration; (B) crystallization from EtOH; (C) flash chromatography 

(PS/EA 9/1). General characterization characteristics are reported in Chapter 8.1. 
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9.2.1.2. Characterization of compounds 

 

General procedure for the synthesis of intermediates 2-(4-fluoro-1H-benzo[d][1,2,3]triazol-

1-yl)acetonitrile (2), 2-(4-fluoro-2H-benzo[d][1,2,3]triazol-2-yl)acetonitrile (3) and 2-(7-

fluoro-1H-benzo[d][1,2,3]triazol-1-yl)acetonitrile (4): 

Method: Compound 1 / ClCH2CN / KOH (1:1:1+10%), CH3CN, reflux, overnight. General 

work–up: flash chromatography (PS/EA 9/1). C8H5FN4; MW: 176.15. 

 

Intermediate 2: 

 

 

 

Yellow solid; 7% yield (0.18 g, 1.0 mmol); m.p. 73.4–75.6 °C. Rf 0.19.  

1H NMR (DMSO–d6): δ 7.82 (1H, d, 1JH–H= 8.4 Hz, H–7), 7.69 (1H, dt, H–6), 7.34 (1H, dd, 

1JH–H= 10.8 Hz, 2JH–H= 8.0 Hz, H–5), 6.22 (2H, s, CH2).  

13C NMR (DMSO–d6): δ 152.15 (C, d, 1JC–F= 254.0 Hz, C–F), 135.26 (C, d, 1JC–F= 7.0 Hz, 

C), 135.03 (C, d, 1JC–F= 19.0 Hz, C), 129.74 (C, d, 1JC–F= 7.0 Hz, CH), 114.67 (C≡N), 109.41 

(C, d, 1JC–F= 16.0 Hz, CH), 106.87 (C, d, 1JC–F= 5.0 Hz, CH), 35.95 (CH2).  

ESI–MS: m/z [M + H]+ calcd for C8H5FN4 177.05710, found 176.82510.  

 

Intermediate 3: 

 

 

 

Yellow solid; 18% yield (0.45 g, 2.6 mmol); m.p. 85.2–87.1 °C; Rf 0.58.  

1H NMR (DMSO–d6): δ 7.92 (1H, d, 1JH–H= 8.4 Hz, H–7), 7.58 (1H, dt, H–6), 7.42 (1H, dd, 

1JH–H= 3.0 Hz, 2JH–H= 2.0 Hz, H–5), 6.40 (2H, s, CH2).  
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13C NMR (DMSO–d6): δ 151.24 (C, d, 1J= 255.0 Hz, C–F), 146.69 (C, d, 1JC–F= 3.0 Hz, C), 

135.17 (C, d, 1JC–F= 16.0 Hz, C), 127.91 (C, d, 1JC–F= 7.0 Hz, CH), 114.56 (C, d, 1JC–F= 5.0 

Hz, CH), 114.09 (C≡N) 110.83 (C, d, 1JC–F= 16.0 Hz, CH), 44.18 (CH2).  

ESI–MS: m/z [M + H]+ calcd for C8H5FN4 177.05710, found 177.09134.  

 

Intermediate 4: 

 

 

 

White solid; 11% yield (0.27 g, 1.5 mmol); m.p. 89.1–91.2 °C; Rf 0.38.  

1H NMR (DMSO–d6): δ 7.89 (1H, d, 1J= 8.4 Hz, H–7), 7.56 (1H, dt, H–6), 7.39 (1H, dd, 

1JH–H= 3.0 Hz, 2JH–H= 2.0 Hz, H–5), 6.38 (2H, s, CH2).  

13C NMR (DMSO–d6): δ 148.54 (C), 146.99 (C, d, C–F), 127.91 (C, d, 1JC–F= 6.0 Hz, CH), 

122.26 (C, d, 1JC–F= 14.0 Hz, C), 115.98 (C, d, 1JC–F= 5.0 Hz, CH), 110.83 (CH–CF), 114.83 

(C≡N), 113.26 (C, d, 1JC–F= 16.0 Hz, CH), 37.44 (CH2).  

ESI–MS: m/z [M + H]+ calcd for C8H5FN4 177.05710, 178.06046, found 176.82530, 

178.26268. 

 

General synthesis for (E)-2-(4-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(R)acrylonitrile 

(5–7), (E)-2-(4-fluoro-2H-benzo[d][1,2,3]triazol-2-yl)-3-(R)acrylonitrile (8–10), (E)-2-(7-

fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(R)acrylonitrile derivatives (11–13). 

Final derivatives 5–8 were synthesized via Knoevenagel condensation of intermediate 2 and 

the aromatic aldehydes I–III. N–2'–derived compounds 9–12 were yielded by reaction of 

intermediate 3 and I–III, while intermediate 4 and the aldehydes I–III led to derivatives 13–

16. Reaction conditions: (A) DMA (ratio 1:1.2), CH3CN for 10–11 and 14; (B) DIMCARB 

(ratio 1:1.2), CH3CN for 5, 6, 7, 8, 12 and 16; (C) Cs2CO3 (ratio 1:1.2), toluene for 9, 13, 15. 

Work up: (A) filtration; (B) crystallization from EtOH; (C) flash chromatography (PS/EA 

9/1). 
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(E)-2-(4-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-methoxyphenyl)acrylonitrile (5): 

 

 

 

Work–up procedure (B). Yellow solid; C16H11FN4O, MW: 294.28; 52% yield (0.23 g); m.p. 

141.2 – 143.4 °C; Rf 0.35.  

1H NMR (400 MHz, DMSO–d6): δ 8.23 (1H, s, =CH), 8.03 (2H, d, 1JH–H= 8.8 Hz, H–3'',5''), 

7.86 (1H, d, 1JH–H= 8.4 Hz, H–7'), 7.75 (1H, dt, H–6'), 7.43 (1H, dd, 1J = 10.4 Hz, 2J = 8.0 

Hz, H–5'), 7.21 (2H, d, 1JH–H= 8.4 Hz, H–2'',6''), 3.89 (3H, s, OCH3).
  

13C NMR (DMSO–d6): δ 162.48 (C), 152.27 (C, d, 1JC–F= 255.0 Hz, C–F), 143.01 (=CH), 

135.17 (C, d, 1JC–F= 19.0 Hz, C), 134.57 (C, d, 1JC–F= 6.0 Hz, C), 131.96 (2CH), 132.43 

(2CH), 130.95 (C, d, 1JC–F= 8.0 Hz, CH), 123.17 (C), 115.31 (2CH), 115.00 (C≡N), 105.42 

(C, d, 1JC–F= 16.0 Hz, CH), 108.08 (C, d, 1JC–F= 5.0 Hz, CH), 102.99 (C), 56.12 (OCH3).  

ESI–MS: m/z [M + H]+ calcd for C16H11FN4O 295.09897, 296.10232, found 295.09897, 

296.10232. 

 

(E)-2-(4-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(p-tolyl)acrylonitrile (6): 

 

 

 

Work–up procedure (C, PS/EA 7/3). Yellow solid; C16H11FN4, MW: 278.10; 50% yield 

(0.36 g); m.p. 128.1–130.3 °C; Rf 0.27.  
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1H NMR (DMSO–d6): δ 8.27 (1H, s, =CH), 7.93 (2H, d, 1JH–H= 8.0 Hz, H–3'',5''), 7.89 (1H, 

d, 1JH–H= 8.0 Hz, H–7'), 7.75 (1H, dt, H–6'), 7.45 (2H, d, 1JH–H= 8.0 Hz, H–2'',6''), 7.44 (1H, 

m, H–5'), 2.43 (3H, s, CH3).
  

13C NMR (DMSO–d6): δ 157.22 (C), 152.26 (C, d, 1JC–F= 255.0 Hz, C–F), 142.73 (=CH), 

135.23 (C, d, 1JC–F= 19.0 Hz, C), 134.44 (C, d, 1JC–F= 6.0 Hz, C), 130.58 (C, d, 1JC–F= 7.0 

Hz, CH), 129.90 (2CH), 129.74 (2CH), 127.65 (C), 114.11 (C≡N), 110.04 (C, d, 1JC–F= 16.0 

Hz, CH), 107.71 (C, d, 1JC–F= 5.0 Hz, CH), 104.67 (C), 21.22 (OCH3).  

ESI–MS: m/z [M + H]+ calcd for C16H11FN4 279.10405, 280.10741, found 279.11023, 

280.10819. 

 

(E)-3-(4-bromophenyl)-2-(4-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)acrylonitrile (7): 

 

 

 

Work–up procedure (B). Yellow solid; C15H8BrFN4, MW: 343.15; 35% yield (0.20 g); m.p. 

158.6–160.3 °C; Rf 0.55.  

1H NMR (DMSO–d6): δ 8.31 (1H, s, =CH), 7.94 (3H, m, H–3'',5'',7'), 7.86 (2H, d, 1JH–H= 

8.8 Hz, H–2'',6''), 7.77 (1H, dt, H–6'), 7.45 (1H, dd, 1J = 10.6 Hz, 2J = 2.0 Hz, H–5').  

13C NMR (DMSO–d6): δ 152.25 (C, d, 1JC–F= 255.0 Hz, C–F), 140.53 (CH), 135.29 (C, d, 

1JC–F=19.0 Hz, C), 134.24 (C, d, 1JC–F= 6.0 Hz, C), 132.33 (2CH), 131.47 (2CH), 130.70 (C, 

d, 1JC–F= 7.0 Hz, CH), 129.76 (C), 125.56 (C), 113.66 (C≡N), 110.18 (C, d, 1JC–F= 16.0 Hz, 

CH), 107.89 (C, d, 1JC–F= 4.0 Hz, CH), 106.67 (C).  

ESI–MS m/z [M + H]+ calcd for C15H8BrFN4 341.99164, 343.98959, found 341.99066, 

343.98862. 
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(E)-2-(4-fluoro-2H-benzo[d][1,2,3]triazol-2-yl)-3-(4-methoxyphenyl)acrylonitrile (8): 

 

 

 

Work–up procedure (C). Yellow powder; C16H11FN4O, MW: 294.28; 42% yield (0.23 g); 

m.p. 127.2–129.2 °C; Rf 0.69.  

1H NMR (DMSO–d6): δ 8.72 (1H, s, =CH), 8.10 (2H, d, 1JH–H= 8.8 Hz, H–2'',6''), 7.89 (1H, 

d, 1JH–H= 8.4 Hz, H–7'), 7.55 (1H, dt, H–6'), 7.40 (1H, dd, 1J = 11.0 Hz, 1J = 8.0 Hz, H–5'), 

7.20 (2H, d, 1JH–H= 8.8 Hz, H–3'',5''), 3.89 (3H, s, OCH3).   

13C NMR (DMSO–d6): δ 162.63 (C), 151.10 (C, d, 1JC–F= 256.0 Hz, C–F), 146.62 (C, d, 1JC–

F= 3.0 Hz, C), 138.84 (CH), 135.29 (C, d, 1JC–F= 16.0 Hz, C), 132.37 (2CH), 128.53 (C, d, 

1JC–F= 6.0 Hz, CH), 122.32 (C), 115.00 (2CH), 114.50 (C, d, 1JC–F= 5.0 Hz, CH), 113.48 

(C≡N), 111.47 (C, d, 1JC–F= 15.0 Hz, CH), 108.70 (C), 55.66 (OCH3).  

ESI–MS: m/z [M + H]+ calcd for C16H11FN4O 295.09897, found 295.18033. 

 

(E)-2-(4-fluoro-2H-benzo[d][1,2,3]triazol-2-yl)-3-(p-tolyl)acrylonitrile (9): 

 

 

 

Work–up procedure (A). Yellow solid; C15H8F2N4. MW: 282.07; 58% yield (0.28 g); m.p. 

135.6–137.2 °C; Rf 0.70. 1H NMR (DMSO–d6): δ 8.75 (1H, s, =CH), 7.99 (2H, d, 1JH–H= 8.4 

Hz, H–3'',5''), 7.90 (1H, d, 1JH–H= 8.8 Hz, H–7'), 7.57 (1H, dt, H–6'), 7.44 (2H, d, 1JH–H= 7.6 

Hz, H–2'',6''), 7.41 (1H, m, H–5'), 2.42 (3H, s, CH3).  

13C NMR (DMSO–d6): δ 151.12 (C, d, 1JC–F= 256.0 Hz, C–F), 146.66 (C, d, 1JC–F= 4.0 Hz, 

C), 143.01 (C), 139.02 (CH), 135.40 (C, d, 1JC–F= 16.0 Hz, C), 130.10 (2CH), 129.97 (2CH), 

128.71 (C, d, 1JC–F= 6.0 Hz, CH), 127.24 (C), 114.62 (C, d, 1JC–F= 5.0 Hz, CH), 113.09 

(C≡N), 111.61 (C, d, 1JC–F= 16.0 Hz, CH), 110.46 (C), 21.24 (CH3).  

ESI–MS: m/z [M + H]+ calcd for C15H8F2N4 283.07898, 284.08233, found 283.98938, 

284.15451. 
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(E)-3-(4-bromophenyl)-2-(4-fluoro-2H-benzo[d][1,2,3]triazol-2-yl)acrylonitrile (10): 

 

 

 

Work–up procedure (A). Light brown solid; C15H8BrFN4, MW: 343.15; 31% yield (0.18 g); 

m.p. 137.2–138.1 °C; Rf 0.71.  

1H NMR (DMSO–d6): δ 8.79 (1H, s, =CH), 8.01 (2H, d, 1JH–H= 8.4 Hz, H–3'',5''), 7.91 (1H, 

d, 1JH–H= 8.8 Hz, H–7'), 7.85 (2H, d, 1JH–H= 8.4 Hz, H–2'',6''), 7.57 (1H, dt, H–6'), 7.42 (1H, 

dd, 1J = 10.8 Hz, 2J = 7.6 Hz, H–5').  

13C NMR (DMSO–d6): δ 151.12 (C, d, 1JC–F= 256.0 Hz, C–F), 146.72 (C, d, 1JC–F= 3.0 Hz, 

C), 137.63 (CH), 135.53 (C, d, 1JC–F= 16.0 Hz, C), 132.39 (2CH), 131.77 (2CH), 129.33 (C), 

128.93 (C, d, 1JC–F= 6.0 Hz, CH), 125.89 (C), 114.68 (C, d, 1JC–F= 6.0 Hz, CH), 112.71 

(C≡N), 112.0 (C), 111.79 (C, d, 1JC–F= 16.0 Hz, CH).  

ESI–MS: m/z [M + H]+ calcd for C15H8BrFN4 344.99687, found 344.99655. 

 

(E)-2-(7-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(4-methoxyphenyl)acrylonitrile (11): 

 

 

 

Work–up procedure (C). Yellow powder; C16H11FN4O, MW: 294.28; 60% yield (0.25 g); 

m.p. 117.4–119.3 °C; Rf 0.35.  

1H NMR (DMSO–d6): δ 8.28 (1H, s, =CH), 8.04 (2H, d, 1JH–H= 9.2 Hz, H–3'',5''), 7.64 (2H, 

m, H–5',6'), 7.27 (2H, d, 1JH–H= 8.8 Hz, H–2'',6''), 3.95 (OCH3).  

13C NMR (DMSO–d6): δ 162.67 (C), 148.16 (C, d, 1JC–F= 16.0 Hz, C–F), 145.58 (CH), 

131.90 (2CH), 126.11 (C, d, 1JC–F= 6.0 Hz, C), 122.39 (C), 122.09 (C, d, 1JC–F= 13.0 Hz, C), 

116.26 (C, d, 1JC–F= 4.0 Hz, CH), 115.10 (2CH), 114.88 (C≡N), 114.33 (C, d, 1JC–F= 17.0 

Hz, CH), 102.21 (C), 55.67 (OCH3).  
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ESI–MS: m/z [M + H]+ calcd for C16H11FN4O 295.09897, found 295.09879. 

 

(E)-2-(7-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)-3-(p-tolyl)acrylonitrile (12): 

 

 

 

Work–up procedure (A). White powder; C16H11FN4, MW: 278.10; 38% yield (0.18 g); m.p. 

145.3–147.9 °C; Rf 0.50.  

1H NMR (DMSO–d6): δ 8.26 (1H, s, =CH), 8.09 (1H, d, 1JH–H= 8.0 Hz, H–7'), 7.89 (2H, d, 

1JH–H= 8.4 Hz, H–2'',6''), 7.60 (2H, m, H–5',6'), 7.46 (2H, d, 1JH–H= 8.0 Hz, H–3'',5''), 2.43 

(3H, s, CH3).   

13C NMR (DMSO–d6): δ 148.13 (C, d, 1JC–F= 19.0 Hz, C–F), 145.58 (=CH), 143.18 (C), 

130.09 (2CH), 129.86 (C, d, 1JC–F= 12.0 Hz, CH), 129.64 (2CH), 27.28 (C), 126.24 (C, d, 

1JC–F= 6.0 Hz, CH), 122.09 (C, d, 1JC–F= 13.0 Hz, C), 116.25 (C, d, 1JC–F= 9.0 Hz, CH), 

114.43 (C, d, 1JC–F= 22.0 Hz, CH), 114.49 (C≡N), 104.25 (C), 21.22 (OCH3).  

ESI–MS: m/z [M + H]+ calcd for C16H11FN4 279.10405, found 279.10379. 

 

(E)-3-(4-bromophenyl)-2-(7-fluoro-1H-benzo[d][1,2,3]triazol-1-yl)acrylonitrile (13): 

 

 

 

Work–up procedure (C). Beige powder; C15H8BrFN4; MW: 343.15; 33% yield: (0.19 g); 

m.p. 109.1–111.2 °C; Rf 0.45.  

1H NMR (DMSO–d6): δ 8.30 (1H, s, =CH), 8.10 (1H, d, 1JH–H= 4.0 Hz, H–7'), 7.91 (2H, d, 

1JH–H= 8.8 Hz, H–3'',5''), 7.87 (2H, d, 1JH–H= 7.6 Hz, H–2'',6''), 7.56 (2H, m, H–5',6').  
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13C NMR (DMSO–d6): δ 148.15 (C, d, 1JC–F= 25.0 Hz, C–F), 145.53 (C), 143.77 (=CH), 

132.57 (2CH), 131.34 (2CH), 129.36 (C), 126.31 (C, d, 1JC–F= 6.0 Hz, CH), 125.98 (C), 

121.84 (C, d, 1JC–F= 13.0 Hz, C), 116.34 (C, d, 1JC–F= 5.0 Hz, CH), 114.60 (C, d, 1JC–F= 17.0 

Hz, CH), 114.02 (C≡N), 106.08 (C).  

ESI–MS: m/z [M – H]– calcd for C15H8BrFN4 340.98326, 342.98122, found 341.19571, 

342.19904. 

 

 

9.3. Project #3 

 

9.3.1. Molecular Docking 

Docking predictions were performed through four docking programs: AutoDock Vina, [197] 

LeDock (http://lephar.com), [198] rDock [199] and GOLD, [200] selected for their well-

known sampling and scoring functions. [196] In Protein Data Bank (rcsb.org), two crystal 

structures of WaaG protein are reported, [127] viz., one in complex with uridine-5'-

diphosphate-2-deoxy-2-fluoro-α-D-glucose (U2F) and one co–crystallized with UDP (PDB 

IDs 2iw1 and 2iv7, [187] respectively). Docking predictions were conducted on ligands of 

libraries A, B and C. Crystal structure 2iw1 was selected; U2F structure was removed from 

the binding pocket, in order to analyze the docking pose of ligands in a free WaaG active 

site. Additional docking predictions were conducted in the presence of WaaG apo–protein 

in complex with UDP–Glc. UDP–Glc was gained by manipulation of U2F, with Avogadro 

[252] version 1.1.1, taken from 2iw1 crystal structure. Docking outputs were analyzed with 

PyMOL 2.3.4 or VMD [253] version 1.9.3. Calculations were performed running Ubuntu 

16.04 as operating system on a PC with an Intel® Core™ i7–9705H CPU @ 2.60 GHz with 

8 GB RAM, unless otherwise stated. 

AutoDock Vina 1.1.2. was the first selected docking program. AutoDockTools (ADT) [132] 

version 1.5.6 was employed to generate the PDBQT files of the protein structure and all 

ligands. Different Grid Boxes were utilized for docking (Table 1 of this Paragraph). Docking 

was performed employing the rigid form of the protein, or by making flexible some amino 

acids, viz., Arg173, Arg261 and Glu289. These amino acids are known to establish important 

H–bonds with UDP uridine portion in the active site of WaaG protein. As docking 

parameters, exhaustiveness value was set to 64 and the number of generated poses to 10 for 

http://lephar.com/
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each simulation. The binding energy range was imposed as ≤ 2 kcal·mol−1, above that of the 

best–predicted pose for each simulation.  

LeDock was used as the second docking program. Open Babel 2.3.2 [254] was employed to 

generate the mol2 (Tripos MOL2) files of the ligands, from the original pdb files. Docking 

pre–processing was performed through LePro, which adds hydrogen atoms to the original 

protein pdb file in automatic mode, and assigns the coordinates of the protein active site 

(Table 1 of this Paragraph), generating the input file for LeDock. Ten binding poses were 

generated from each simulation. 

Mol2 format of the protein and sdf (MDL SD) files of the ligands were utilized to carry out 

rDock simulations. The docking site was prepared with rbcavity, employing the “two sphere 

method”; sphere radius was set to 10 Å. The number of docking poses was set to 10 and the 

output was obtained in MDL SD format reporting the affinity scores for each generated pose 

of the ligands.  

The academic program GOLD requires pdb files of both protein and ligand structures. WaaG 

structure was automatically protonated; the co–crystallized structures and water molecules 

were removed. XYZ coordinates were edited and the active site radius was set to 10 Å. 

Ligands were docked into the rigid form of the apo–protein. To facilitate flexibility at the 

surface of the binding pocket, ten amino acids were made flexible (Phe13, Asp100, Arg173, 

Arg208, Lys209, Arg261, Glu281, Ile285, Val286 and Glu289), selected by checking how 

UDP and UDP–Glc interact with the protein. The chosen fitness function was ChemPLP 

(Piecewise Linear Potential). The number of generated poses was set to 10. GOLD was 

instructed to terminate docking of a ligand if it reached a state in which the best ten solutions 

found so far were all within a 2 Å heavy atom RMSD. Search efficiency (predictive 

reliability) was set to 100% (around 30.000 GA operations for each simulation). The docking 

studies were conducted with a Windows 10 Pro operating system on a PC with an Intel® 

Core™ i7–9700H CPU @ 3.00 GHz with 16 GB RAM. 
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Table 1. Parameters for dockings of ligands to WaaG (Libraries A/B/C). 

 

 

9.3.2.  Molecular Dynamics 

The best–docked poses of the ligands (vide infra) were selected for molecular dynamics 

(MD) simulations. MD simulations were performed with NAMD [255] version 2.12. VMD 

psfgen tool generated the files for both protein and ligands. The CHARMM36 force field 

[57–59] was employed and several sections of CHARMM–GUI website were used: PDB 

R&M (Reader and Modeler) [256,257] for WaaG structure, Ligand R&M [258] for ligands 

of libraries A and B, Glycan R&M [259–261] for oligosaccharides of library C. Ligands and 

ligand–protein complexes were solvated in a 50 Å water box, employing a TIP3P water 

model [262] and adding NaCl ions (0.2 M). 

An initial potential energy minimization (1000 steps) was performed on solvent molecules 

and ions of the systems utilizing conjugate gradient, imposing a harmonic restraining 

potential to ligands and complexes of 500 kcal·mol−1·Å−2. Then, a minimization of 100 ps 

was conducted on solvated ligands and complexes without any restraint. A 6 ps heating step 

from 1 to 310 K was applied gradually to each system, then equilibrated during 600 ps.  10 

ns production simulations were performed with a time–step of 2, 1, or 0.1 fs in NPT 

(isothermal–isobaric) ensemble with a Langevin damping coefficient, set to 1 ps–1. The 
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temperature was kept constant at 310 K with a stochastic Langevin thermostat (1 ps–1 as 

damping coefficient), whilst the pressure was kept stable at 1 atm (oscillating time = 100 fs; 

damping time constant = 50 fs). Coordinates were recorded every 1 fs. The rigidity of the 

water hydrogens was assured by the ShakeH algorithm and the PME (Particle Mesh Ewald) 

method was used for the calculation of non–bonded interactions, with grid spacing = 1 Å. 

Electrostatic and van der Waals interactions were forced to 0 at the cutoff distance of 12 Å 

(switching function from 10 Å).  As for ligand B33, a 1.64 Å constraint was set between the 

chlorine atom and the lone pair (LP, as generated by CHARMM Ligand Reader & Modeler). 

MD simulations were carried out at the National Supercomputer Centre – NSC (part of 

Linköping University and the Swedish National Infrastructure for Computing – SNIC). 

Computations were performed on the Tetralith cluster using Slurm to submit jobs and 

ThinLinc (Cendio AB, Linköping, Sweden) as a remote desktop. 

 

9.3.3.  Binding free energy (BFE) calculations 

CaFE (Calculation of Free Energy) 1.0 [263] was used for the BFE simulations, post–

processing the PSF (coordinate) and DCD (trajectory) files generated by NAMD. CaFE is 

implemented as a plugin consisting of several Tcl scripts. These scripts are submitted to the 

Tk scripting console of the VMD package, which, in turn, utilizes NAMD as a back–end 

program for molecular mechanical calculations. CaFE predicts binding affinity with an end–

point method, viz., LIE (Linear Interaction Energy), [202,203] which is described as an 

approximation of the linear response. [202] PSF and DCD (of the entire 10–ns MD 

trajectory) files of both solvated ligands and protein–ligand complexes are required. CaFE 

generates for both settings a difference in electrostatic (polar term) and van der Waals (vdW) 

interactions (nonpolar term) between the ligand and the enclosing background; then, the sum 

of these individual energy components leads to the total BFE, [263]  reported as ΔGcalc in 

kcal·mol−1. The dissociation constant KD can be calculated from the following relationship:  

ΔG = RTln(KD/c*) 

R is the ideal gas constant with a numerical value of 1.987⋅10−3 kcal⋅K−1⋅mol−1, T is the 

absolute temperature with a value of 310 K and c* is a standard reference concentration 

defined as 1 M. [264] MD trajectories were analyzed every 5 frames, with a stride value of  

5. LIE predefined coefficients α, β and γ are default values, 0.18, 0.33 and 0, respectively. 
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9.3.4.  Root–mean–square deviation (RMSD) analysis 

The root–mean–square–deviations (RMSDs) throughout the MD simulation were calculated 

during the 10–ns production with the RMSD Trajectory Tool of VMD. For each simulation, 

the reference structure is the first frame of the MD simulation. The RMSD analysis starts 

with an alignment concerning the rigid–body structure. Protein flexibility during MD 

simulation was calculated on VMD. The stride value was set to 1 therefore each frame of the 

calculation was taken for the RMSD analysis. A .dat file is generated with a list of RMSD 

values recorded at different frames. Averaged RMSDs (avRMSDs) were calculated, as well 

as the RMSD standard deviation (SD) values for each RMSD distribution. RMSD analysis 

was performed with MATLAB® version 7.11.0.584 (R2020b), utilizing in–house–built 

scripts. 

 

9.3.5.  MD post–processing: protein–ligand interactions and protein behavior 

After an alignment of WaaG backbone, the electrostatic and vdW contributions to the 

protein–ligand binding were calculated through an in–house Tcl script submitted in the 

VMD Tk Console, employing NAMD Energy 1.4 as a processing program. As concerns the 

H–bonds identification, the DCD and PSF files of each WaaG/ligand complex were analyzed 

in VMD. The unique hydrogen bonds were considered, with a tolerance of the distance 

between donor and acceptor of 3.4 Å and an angle cutoff of 45 degrees. Lastly, the angle 

and the distance variations between the strategic amino acids were calculated through VMD, 

and the .dat output files were combined to calculate their Spearman correlation through an 

in–house script in MATLAB.   
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9.4.  Project #4  

 

9.4.1. Chemistry 

 

9.4.1.1. Materials and synthetic methods 

 

THF, CH2Cl2, MeCN, toluene and DMF were obtained as dry solvents from a VAC solvent 

purifier system (Hawthorne, CA, USA). Pyridine was distilled over CaH2 and dried over 

molecular sieves (MS). MeOH was dried over molecular sieves. The inert atmosphere was 

used for some reactions through a nitrogen (or argon) atmosphere. Powdered molecular 

sieves (3 Å) were activated by heating under high vacuum. Purification by flash column 

chromatography was carried out using silica gel 60 for manual columns, or a Biotage Isolera 

flash chromatography system (Uppsala, Sweden) using KP–Sil and HP–Sil snap cartridges. 

Reactions were monitored by TLC using silica gel 60 F254 plates (20x20 cm, 0.2 mm 

thickness), analyzed with UV light (254–360 nm) or by a staining solution prepared from 

ammonium cerium(IV) sulfate (2 g) in EtOH (40 mL) and 2 M H2SO4 (40 mL) or by ESI–

MS High–resolution mass spectra analysis; these analyses are recorded using a Bruker 

Daltonics micrOTOF or micrOTOFQ spectrometer (Massachusetts, USA), using electron–

spray ionization (ESI) in positive mode. Samples were diluted to 1 mg⋅L–1 for analysis. 

High–resolution mass spectra (HRMS) using the same conditions. NMR spectra for 

characterization of all isolated compounds were recorded at 25 °C, on a Bruker Avance II 

spectrometer operating at 400.13 MHz (1H) and 100.61 MHz (13C). The chemical shifts (δ), 

reported in ppm were referenced to the residual solvent peaks for CDCl3 δ = 7.26 ppm and 

MeOH–d4 δ = 3.31 ppm, and TMS or TSP (sodium 3–trimethylsilyl–(2,2,3,3–2H4)–

propanoate) as internal standards, δH = 0.0. 13C shifts were referenced to the residual solvent 

peaks as well, for CDCl3 δ = 77.16 ppm and MeOH–d4 δ = 49.00. Some of the synthesized 

compounds are already fully characterized using 1D 1H, 1D 1H–decoupled 13C, 2D 1H,1H–

DQF–COSY, 2D 1H and 13C–multiplicity–edited–HSQC and HMBC NMR experiments. 

Splitting of NMR signals are reported as s (singlet), d (doublet), br d or wd (broad doublet 

or wide doublet), t (triplet), dd (doublet of doublet), dq (doublet of quadruplet), ddd (doublet 

of doublet of doublet), m (multiplet). 
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9.4.1.2. Characterization of compounds 

For the synthesis of building blocks 1, 2 and 5, only the full characterization of the final step 

of their synthesis is reported below. 

Compound 1: 

 

Compound 25 (0.97 g, 3.3 mmol) was dissolved in AcOH, 80% (4 mL) and stirred for 90 

min at rt. The mixture was diluted with CH2Cl2 (25 mL) and washed with NaHCO3 (3 x 50 

mL) and brine (3 x 50 mL). The organic layer was dried over Na2SO4 and evaporated. The 

resulting mixture was purified by flash chromatography (pentane/EtOAc, 4:1) to afford 

compound 1 as a clear yellow oil in a 69% yield (0.58 g, 1.6 mmol). Rf 0.54 (toluene/EtOAc, 

1:1).  

1H NMR (400 MHz, CDCl3): δ 7.87–7.78 (m, 4H), 7.52–7.43 (m, 3H), 5.11 (dd, J = 3.66, 

1.57, 1H), 4.94 (dd, J = 48.83, 11.49, 2H), 4.63 (d, J = 1.70, 1H), 4.17–4.1 (m, 1H), 3.81–

3.71 (m, 1H), 3.41 (t, J = 9.53, 1H), 3.35 (s, 3H), 2.15 (s, 3H), 1.39 (d, J = 6.40, 3H) ppm. 

13C NMR (100 MHz, CDCl3): δ 170.89, 135.77, 133.31, 133,06, 128.30, 127.96, 127.71, 

126.62, 126.25, 126.03, 125.84, 98.41, 81.72, 75.22, 72.79, 70.30, 67.25, 54.95, 21.14, 18.05 

ppm. 

HR–MS: m/z [M + Na]+ calcd for C20H24O6 383.1465, found 383.1470. 

 

Compound 2: 

 

To a solution of compound 15 (357 mg, 0.70 mmol, 1eq) in dry DMF (8 mL) under nitrogen 

was added tetrabutylammonium iodide (34 mg, 0.13 eq) and sodium hydride (60% 

dispersion in oil, 86 mg, 3.61 mmol, 5.15 eq). After cooling down to 0 °C, benzyl bromide 

was added (0.48 mL, 4.01 mmol, 5.73 eq). The mixture was stirred for 1h 30, then heated up 
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to rt and stirred for 16h 30. The mixture was co–evaporated with toluene and extracted with 

CH2Cl2 (3 x 100 mL). The organic extract was dried over Na2SO4 and evaporated in vacuo. 

The mixture was purified by flash chromatography (PE/EtOAc 10/1) to give compound 2 in 

63% yield (345 mg, 0.42 mmol) as an incolor syrup. Rf 0.48 (PE/EtOAc, 10/1).  

1H NMR (400 MHz, CDCl3): δ 7.79–7.74 (m, 2H), 7.74–7.67 (m, 2H), 7.63–7.57 (m, 2H), 

7.44–7.27 (m, 18H), 7.23–7.18 (m, 4H), 7.17–7.11 (m, 2H), 4.92–4.83 (m, 3H), 4.76–4.66 

(m, 3H), 4.02–3.96 (dd, 1H, J = 11.23, 2.09), 3.96–3.90 (dd, 1H, J = 11.40, 3.80), 3.80 (t, 

1H, J = 9.32), 3.72 (t, 1H, J = 8.98), 3.55 (t, 1H, J = 9.67), 3.43–3.37 (m, 1H), 1.09 (s, 7H) 

ppm.  

13C NMR (100 MHz, CDCl3): δ 136.04, 135.80, 131.80, 129.83, 129.07, 128.65, 128.59, 

128.32, 128.14, 128.01, 127.91, 127.83, 87.70, 87.05, 80.98, 76.12, 75.56, 75.31, 27.09, 

19.46 ppm. 

HR–MS: m/z [M + Na]+ calcd for C49H52O5SSi 803.3146, found 803.3197. 

 

Compound 5: 

 

To a solution of compound 21 (1.10 g, 3.26 mmol) in dry CH2Cl2 (15 mL), picolinic acid 

(0.60 g, mmol), ethylene dichloride (0.90 g, 4.71 mmol) and 4–dimethylaminopyridine (77 

mg, 0.63 mmol) were added, and the resulting mixture was stirred under argon for 3 h at rt 

(the solution turns from yellow to red–purple). After that, the reaction mixture was diluted 

with CH2Cl2 (20 mL) and washed with H2O (10 mL), satd aq. NaHCO3 (10 mL), and H2O 

(2 x 10 mL). The organic phase was separated, dried over Na2SO4, and concentrated under 

reduced pressure. The residue was purified by column chromatography (EtOAc/PE 1.5/3.5) 

to afford compound 5 as a yellow syrup in 98% yield (0.35 g, 0.79 mmol). 

Characterization in accordance with the already–published paper of Demchenko et al. [238] 
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Compound 3: 

 

Glucosyl donor 2 (150 mg, 0.192 mmol) and rhamnosyl acceptor 1 (69 mg, 0.191 mmol) are 

azeotroped with toluene (3 x 3 mL) and dried in vacuo o.n. Then, the mixture was solubilized 

in CH2Cl2 (0.7 mL) and MS 4 Å (~40 mg) was added. The solution was stirred under inert 

atmosphere for 30 min at rt. The mixture was cooled to −30 °C, NIS (55 mg, 0.244 mmol) 

and TMSOTf (2 μL, 0.013 mmol) were added, the external cooling was brought to 0 °C. 

Then, the resulting mixture was stirred for 3 h going through 0 °C to rt. The reaction mixture 

was rinsed with CH2Cl2, washed with H2O (3 mL), satd aq. NaHCO3 (3 mL) and satd aq. 

Na2S2O3 (3 mL) and H2O (3 mL). The organic phase was separated, dried over Na2SO4, and 

concentrated under reduced pressure. The residue was purified by column chromatography 

on silica gel (EtOAc/PE 1/4 to 2/3) to obtain the title compound as a colorless syrup in 71% 

yield (49 mg, 0.052 mmol), with complete stereoselective conversion. Rf 0.16 (EtOAc/PE 

1.5/3.5, v/v). 

1H NMR (400 MHz, CDCl3): δ 7.75 – 7.67 (2H, m, H–3NAP, H–7NAP), 7.63 – 7.60 (2H, m, 

H–2NAP, H–6NAP), 7.48 – 6.99 (28H, m, HPh, HNAP), 5.44 (1H, m, H–5Rha), 5.23 (1H, d, J = 

3.62 Hz, H–1Glc), 5.14 (1H, d, J = 10.68 Hz, H–2Rha), 5.02 (1H, d, J = 10.92 Hz, H–5Glc), 

4.87 (2H, m, H–4,3Glc), 4.64 (1H, d, J = 1.65 Hz, H–1Rha), 4.58 (1H, d, J = 11.15 Hz, H–

4Rha), 4.09 – 3.60 (8H, m, 3xCH2Bn, CH2NAP), 3.27 (2H, s, CH2TBDPS), 2.30 (3H, s, OCH3), 

1.91 (3H, s, CH3Ac), 1.37 (3H, d, J = 6.17 Hz, CH3Rha), 1.06 (2H, s, CH2TBDPS), 1.02 (9H, s, 

3xCH3t–but) ppm. 

13C NMR (100 MHz, CDCl3): δ 170.86 (C=OAc), 138.73 (3xC–1Bn), 135,91 (C–1,2bNAP, 

2xC–1TBDPS), 133.16 (C–6bNAP), 129.89 (3xCH–2,4,6TBDPS), 129.72 (3xCH–3,5TBDPS), 

128.74 (3xCH–3,5Bn), 128.03 (CH–6,7NAP), 127.76 (3xCH–4Bn), 126.85 (CH2NAP), 126.55 

(3xCH–2,6Bn), 125.70 (CH–2NAP, CH–3,4NAP) ppm. 

HR–MS: m/z [M + Na]+ calcd for C63H70O11Si 1053.45851, found 1053.4960. 
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Compound 4: 

 

Compound 3 was firstly azeotroped with toluene (3 x 3 mL). Then, to a solution of 3 (150 

mg, 0.145 mmol, 1 eq) in CH2Cl2, DDQ (0.083 g, 0.364 mmol) was added dropwise 

(recrystallized from CHCl3), solubilized in MeOH (CH2Cl2/ MeOH, 4:1, 4:1 mL), at 0 °C 

under inert atmosphere. After 4 h at rt, the mixture is diluted with CH2Cl2 and washed with 

sat. aq. NaHCO3 (10 mL) and H2O (10 mL). Column chromatography (EtOAc/PE 1/4) to 

give compound 4 in 47% yield (61 mg, 0.069 mmol). Rf 0.23 (EtOAc/PE 1/4). 

1H NMR (400 MHz, CDCl3): δ 7.62 – 7.57 (4H, m, 2xH–2,6TBDPS), 7.36 – 6.96 (17H, wm, 

2xH–4TBDPS, 3xH–2,6Bn, 3xH–3,4,5 Bn), 6.97–6.95 (2xH–3,5TBDPS) 5.22 (1H, m, H–5Rha), 

4.92 (1H, d, J = 3.53 Hz, H–1Glc), 4.87 (1H, d, J = 10.81 Hz, H–2Rha), 4.71 (1H, d, J = 1.35 

Hz, H–1Rha), 4.70 (1H, s, H–5Glc), 4.61 (1H, d, J = 14.09 Hz, H–4Glc), 4.56 (1H, m, H–3Glc), 

4.41 (1H, d, J = 10.76 Hz, H–4Rha), 3.92–3.85 (2H, m, CH2Bn), 3.80–3.77 (2H, m, CH2Bn), 

3.69–3.65 (1H, m, H–3Rha), 3.53–3.38 (4H, m, CH2Bn, CH2TBDPS) 3.26 (3H, s, OCH3), 3.18 

(1H, s, H–2Glc), 1.91 (3H, s, CH3Ac), 1.21 (3H, d, J = 5.29 Hz, CH3Rha), 0.97 (9H, s, 3xCH3t–

but) ppm. 

13C NMR (100 MHz, CDCl3): δ 170.77 (C=OAc), 138.61 (3xC–1Bn), 136.04 (2xC–1TBDPSph), 

133.48 (2xCH–2,4,6TBDPSph), 129.98 (2xCH–3,5TBDPSph), 128.74 (3xCH–3Bn), 128.36 (CH–

4Bn), 128.06 (CH–2,6Bn), 98.89 (CH–1Glc), 96.16 (CH–1Rha), 81.89 (CH–3Glc), 80.28 (CH–

2Glc), 78.14 (CH–4Glc), 75.98 (CH–5Glc), 73.45 (CH–3Rha), 72.81 (CH–5Rha), 71.99 

(3xCH2Bn), 70.06 (C–4Rha), 68.26 (CH–2Rha), 63.63 (CH2–OTBDPS), 55.17 (OCH3), 30.04 (Ct–

but), 27.13 (3xCH3t–but), 21.31 (CH3Ac), 18.13 (CH3Rha) ppm. 

HR–MS: m/z calcd [M + Na]+ for C52H62O11Si 913.39591, 914.39926, found 913.36877, 

914.37134. 
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Compound 6:  

 

Mannosyl donor 5 (19 mg, 0.059 mmol) and disaccharide acceptor 4 (33 mg, 0.037 mmol) 

are azeotroped with toluene (3 x 3 mL) and dried in vacuo o.n. Then, the mixture was 

solubilized in 1,2–DCE (1.9 mL), and MS 4 Å (46 mg) was added. The solution was stirred 

under inert atmosphere for 30 min at rt. The mixture was cooled to −30 °C, NIS (23.5 mg, 

0.105 mmol) and TfOH (1 μL, 0.01 mmol) were added, the external cooling was removed, 

and the resulting mixture was stirred for 3 h at rt. The reaction mixture was rinsed with 

CH2Cl2, washed with H2O (3 mL), satd aq. NaHCO3 (3 mL) and satd aq. Na2S2O3 (3 mL) 

and H2O (3 mL). The organic phase was separated, dried over Na2SO4, and concentrated 

under reduced pressure. The residue was purified by column chromatography on silica gel 

(pentane/EtOAc 0.5/4.5, then 1.5/3.5) to obtain compound 6 as a colorless syrup in 66% 

yield (28 mg, 0.024 mmol) with complete stereoselective conversion. Rf 0.50 (EtOAc/PE 

2/3, v/v). 

1H NMR (400 MHz, CDCl3): δ 7.72 – 7.55 (4H, m, H–1–4Pico, H–1,5Ph), 7.46 – 7.29 (23H, 

m, aromatic), 7.01 – 6.85 (5H, m, aromatic), 5.68 (1H, dd, 1J = 10.06 Hz, 2J = 3.64 Hz, H–

3Man), 5.59 (1H, s, CHPh), 5.52 (1H, d, J = 1.75 Hz, H–1Glc), 5.27 (2H, s, CH2), 5.19 (2H, s, 

CH2), 4.93 (1H, d, J = 12.16 Hz, H–2Rha), 4.78 (1H, d, J = 4.23 Hz, H–1Man), 4.75 (1H, J = 

3.50 Hz, H–5Rha), 4.68 (1H, wd, 1.25 Hz, H–1Rha), 4.64 (1H, d, J = 12.42 Hz, H–2Man), 4.41 

(1H, dd, 1J = 10.35 Hz, 2J = 4.84 Hz, H–4Man), 4.35 (1H, dd, 1J = 9.64 Hz, 2J = 2.74 Hz, H–

4Glc), 4.24 (1H, t, J = 9.91 Hz, H–5Man), 4.01 – 3.73 (6H, m, H–5Man, H–3,4Rha, H–2,4Glc), 

3.64 (2H, d, J = 9.32 Hz, CH2benzylidene), 3.28 (3H, s, OCH3), 2.06 (4H, s, 2xCH2), 2.05 (3H, 

s, CH3Ac), 1.45 (3H, d, J = 6.07 Hz, CH3Rha), 1.07 (9H, s, 3xCH3t–but) ppm.  

13C NMR (100 MHz, CDCl3): δ 170.75 (C=OAc), 163.66 (C=OPico), 150.09 (C–1Pico), 147.35 

(CH–3Pico), 138.37 (CH–5Pico), 136.91 (3xC–1Bn), 135.80 (C–1Ph), 133.98 (2xC–1TBDPS), 

129.67 (2xCH–2,4,6TBDPS), 129.15 (2xCH–3,5TBDPS), 128.66 (3xC–1Ph), 128.40 (CH–

3,5Pico), 128.16 (3xCH–4Bn), 127.75 (CH–4Pico), 127.29 (3xCH–2,6Bn), 127.10 (CH–4Pico), 

126.42 (CH–2,6Pico), 125.32 (CH–6Pico), 102.02 (CH–1Glc), 101.23 (CHPh), 98.89 (CH–
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1Man), 91.46 (CH–1Rha), 83.08 (CH–3Glc), 79.82 (CH–4Rha), 78.41 (CH–4Glc), 77.83 (CH–

2Glc), 77.56 (CH–3Glc), 76.05 (CH–3Rha), 75.01 (CH–4Man), 73.19 (3xCH2), 71.96 (CH–5Rha), 

71.70 (CH–3Man), 70.63 (CH–2Rha), 68.66 (CH–5Man), 67.46 (CH2benzylidene), 63.14 

(CH2TBDPS), 62.74 (CH–2Man), 55.14 (OCH3), 29.95 (Ct–but), 26.99 (3xCH3), 21.23 (CH3Ac), 

14.37 (CH3Rha) ppm.  

HR–MS: m/z [M + Na]+ calcd for C65H74N3O14Si 1293.50798, found 1293.5530. 

 

Compound 7: 

 

Cu(OAc)2–H2O (9 mg, mmol) was added to a solution of compound 6 (40 mg, 0.032 mmol) 

in CH2Cl2/MeOH (2.1 mL, 3/1, 1.58/0.53 mL, v/v) and the resulting mixture was stirred for 

2 h at rt. After that, the reaction mixture was diluted with CH2Cl2 (∼10 mL) and washed 

with H2O (5 mL), sat. aq. NaHCO3 (5 mL) and H2O (5 mL). The organic phase was 

separated, dried over Na2SO4, and concentrated under reduced pressure. The residue was 

purified by column chromatography on silica gel (EtOAc/PE 2/3) to obtain compound 7 in 

82% yield (30 mg, 0.026 mmol). Rf 0.43 (EtOAc/PE, 2/3, v/v). 

1H NMR (600 MHz, CDCl3): δ 7.87 (2H, dt, 1J = 7.73 Hz, 2J = 1.49 Hz, H–1,5Ph), 7.71 (4H, 

m, 2xH–1,5TBDPS,aromatic), 7.52 – 7.30 (24H, wm, HPh–TBDPS–Bn), 5.50 (1H, s, Hbenzylidene), 5.19 

(1H, d, J = 5.18 Hz, H–1Glc), 5.01 (1H, d, J = 10.84 Hz, H–2Rha), 4.94 (1H, d, J = 0.72 Hz, 

H–1Man), 4.85 (1H, d, J = 2.05 Hz, H–4Rha), 4.83 (1H, d, J = 2.54 Hz, H–4Man), 4.71 (1H, s, 

H–5Rha), 4.69 (1H, s, H–3Man), 4.61 (1H, d, J = 1.60 Hz, H–1Rha), 4.58 (1H, d, J = 10.56 Hz, 

H–5Man), 4.32 (1H, dd, 1J = 10.45 Hz, 2J = 4.98 Hz, H–2Man), 4.23 (1H, d, J = 3.19 Hz, H–

2Glc), 4.21 (1H, d, J = 3.12 Hz, H–4Glc), 3.94 – 3.56 (12H, wm, H–3,5Glc, CH2Bn, CH2TBDPS), 

3.21 (3H, s, OCH3), 1.97 (3H, s, CH3Ac), 1.33 (3H, d, J = 6.07 Hz, CH3Rha), 1.07 (9H, s, 

3xCH3t–but) ppm.  

13C NMR (100 MHz, CDCl3): δ 170.75 (C=OAc), 138.55 (C–1Bn), 138.34 (C–1Bn), 138.19 

(C–1Bn), 137.37 (C–1Ph), 135.90 (2xC–1TBDPS), 133.74 (2xCH–2,4,6TBPDS), 128.77 (2xCH–
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3,5TBDPS), 128.66 (3xCH–3,5Bn), 128.53 (CH–3,5Ph), 128.37 (3xCH–4Bn), 128.21 (CH–4Ph), 

127.97 (3xCH–2,6Bn), 126.55 (CH–2,6Ph), 102.44 (CH–2Glc), 100.86 (CHPh), 98.84 (CH–

1Man), 91.64 (CH–1Rha), 82.43 (CH–3Glc), 79.92 (CH–4Rha), 78.52 (CH–2Glc), 77.79 (CH–

5Glc), 75.93 (CH–4Glc), 75.62 (CH–4Man), 73.28 (CH–3Rha), 71.81 (3xCH2Bn), 71.09 (CH–

5Rha), 70.49 (CH–2Rha), 68.62 (CH–5Man), 67.42 (CH–3Man), 67.30 (CH–2benzylidene), 67.20 

(CH–2TBDPS), 64.41 (CH–2Man), 55.17 (OCH3), 29.95 (Ct–but), 27.04 (3xCH3t–but), 21.0 

(CH3Ac), 18.14 (CH3Rha) ppm. 

HR–MS: m/z [M + Na]+ calcd for C65H75N3O15Si 1188.48651, found 1188.5073. 

 

Compound 8:  

 

Tetra–n–butylammonium fluoride (0.076 mL, 1.0 M solution in THF) was added dropwise 

to a cooled (0 °C) solution of compound 7 (35.4 g, 0.03 mmol) in anhydrous THF (0.33 mL) 

under N2. After stirring at rt for 2 h, the reaction mixture was quenched, H2O (30 mL) was 

added and the mixture was extracted EtOAc (4 x 20 mL). The final organic layer was washed 

with H2O (3 mL), brine (3 mL), evaporated and dried over Na2SO4. Finally, the residue was 

purified by liquid chromatography (EtOAc/pentane 2/3, then 1/1). Compound 8 was 

obtained in 98% yield (27.6 mg, 0.03 mmol). Rf 0.35 (EtOAc/PE 2/3). 

1H NMR (600 MHz, CDCl3): δ 7.41 (2H, m, H–1,5Ph), 7.30 – 7.18 (18H, wm, H–2,3,4Ph, 

HBn), 5.44 (1H, s, Hbenzylidene), 5.05 (1H, d, J = 3.19 Hz, H–1Glc), 4.93 (1H, d, J = 11.05 Hz, 

H–2Rha), 4.86 (1H, wd, H–1Man), 4.79 (1H, d, J = 10.85 Hz, H–5Rha), 4.76 (1H, d, J = 10.96 

Hz, H–4Rha), 4.62 – 4.57 (3H, m, CH2, H–3Man), 4.53 (1H, d, J = 1.42 Hz, H–1Rha), 4.27 – 

4.22 (2H, m, CH2), 4.04 (1H, dd, 1J = 9.14 Hz, 2J = 3.23 Hz, H–4Rha), 3.78 – 3.56 (12H, wm, 

CHbenzylidene, H–2Man, H–4Man, CH2, CH2, H–3Rha, H–5Glc, H–4Glc, H–3Glc), 3.46 (1H, dd, 1J = 

9.70 Hz, 2J = 3.08 Hz, H–2Glc), 3.29 (3H, s, OCH3), 1.90 (3H, s, CH3Ac), 1.27 (3H, d, J = 

5.16 Hz, CH3Rha) ppm.  
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13C NMR (100 MHz, CDCl3): δ 170.77 (C=OAc), 138.69 (C–1Bn), 138.26 (C–1Bn), 138.21 

(C–1Bn), 137.44 (C–1Ph), 129.57 (3xCH–3Bn), 128.98 (CH–3,5Ph), 128.83 (3xCH–4Bn), 

128.64 (CH–4Ph), 128.20 (3xCH–2,6Bn), 126.63 (CH–2,6Ph), 102.54 (CH–1Glc), 101.17 

(CHPh), 98.92 (CH–1Man), 92.61 (CH–1Rha), 82.21 (CH–3Glc), 79.74 (CH–3Rha), 78.66 (CH–

2Glc), 72.84 (CH–4Glc), 75.82 (CH–4Man), 75.64 (CH–3Rha), 73.51 (CH–5Glc), 71.91 

(3xCH2Bn), 71.35 (CH–5Rha), 70.42 (CH–2Rha), 68.70 (CH–5Man), 67.59 (CH–3Man), 67.34 

(CH2benzylidene), 64.59 (CH2–OH), 61.79 (CH–2Man), 55.43 (OCH3), 24.16 (CH3Ac), 18.22 

(CH–3Rha) ppm.  

HR–MS: m/z [M + Na]+ calcd for C49H57N3O15 950.36874, found 950.3818. 

 

Compounds 9a and 9b: 

 

27.6 mg (0.03 mmol) of trisaccharide 8 were dissolved in 3 ml of dry MeOH (after 

degassing), and 5 mg of Pd(OH)2/C were added. The mixture was allowed to stir at rt o.n., 

with a balloon filled with H2. After the night, two products were present: one minor product 

(9b), and one major product (9a), both visible at HR–MS. The solution was filtered through 

a pad of celite and the mixture was concentrated in vacuo and separated through flash 

chromatography (CH2Cl2/MeOH 9.8/0.2). It was not possible to isolate compound 9b in a 

good amount to allow a proper characterization, while compound 9a was isolated in 46% 

yield (12 mg, 0.013 mmol) and fully characterized. Rf 0.53 (9a), 0.34 (9b). 

1H NMR (600 MHz, CDCl3): δ 7.71 (2H, m, H–1,5Ph), 7.30 – 7.08 (18H, wm, H–2,3,4Ph, 

HBn), 5.51 (1H, s, Hbenzylidene), 5.10 (1H, d, J = 3.21 Hz, H–1Glc), 4.86 (1H, wd, J = 11.02 Hz, 

H–2Rha), 4.82 (1H, wd, H–1Man), 4.78 – 4.74 (2H, m, H–5Rha – H–4Rha), 4.62 – 4.54 (3H, m, 

CH2, H–3Man), 4.50 (1H, wd, J = 1.21 Hz, H–1Rha), 4.27 – 4.20 (2H, m , CH2), 4.09 (1H, dd, 

1J = 9.59 Hz, 2J = 3.22 Hz, H–4Rha), 3.84 – 3.11 (12H, wm, CH2benzylidene, H–2Man, H–4Man, 

CH2, CH2, H–3Rha, H–5Glc, H–4Glc, H–3Glc), 3.34 – 3.32 (1H, m, H–2Glc), 3.25 (3H, s, OCH3), 

1.84 (3H, s, CH3Ac), 1.21 (3H, d, J = 6.09 Hz, CH3Rha) ppm. 
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13C NMR (100 MHz, CDCl3): δ 170.62 (C=OAc), 138.63 (3xC–1Bn), 138.11 (C–1Ph), 128.68 

(3xCH–3,5Bn, CH–3,5Ph), 128.16 (3xCH–4Bn, CH–4Ph), 127.80 (CH–2,6Bn), 126.27 (CH–

2,6Bn), 101.83 (CH–1Man), 101.09 (CH–1Glc), 98.48 (CHbenzylidene–Ph), 92.02 (CH–1Man), 81.69 

(CH–3Glc), 79.68 (CH–4Rha), 77.87 (CH–4Glc, CH–2Glc), 76.67 (CH–3Rha), 75.21 (CH–5Glc), 

74.61 (CH–3Man), 73.0 (3xCH2), 71.70 (CH–5Rha), 69.19 (CH–2Rha), 68.21 (CH–5Man), 68.37 

(CH2benzylidine), 67.29 (CH2–OH), 60.85 (CH–2Man), 54.14 (OCH3), 34.17 (CH3Ac), 29.58 

(CH3Rha) ppm.  

HR–MS: 9a m/z [M + H]+ calcd for C49H59NO15 902.39391, found 902.39679; m/z [M + 

Na]+ calcd 924.3784, found 924.38165. 

9b m/z [M + H]+ calcd for C42H55NO15 813.35717, found 813.35950. 

 

Compound 10:  

 

To a solution of 10 mg (0.001 mmol) of compound 9a in 0.1 mL of dry MeOH, 7.5 mg (0.05 

mmol) of silver acetate was added and 0.01 mL of Ac2O, o.n., under inert atmosphere and 

controlled temperature of 0 °C. Then, the reaction mixture was heated up to rt, the precipitate 

was filtered and washed with MeOH (3 x 2 mL), CH2Cl2 (2 mL) and EtOAc (2 mL). The 

excess of acetic anhydride was removed by co–evaporation with toluene and in vacuo o.n., 

obtaining compound 10 in 91% yield (9.5 mg, 0.001 mmol). Rf 0.52 (CH2Cl2 /MeOH 9.8 

/0.2). 

1H NMR (600 MHz, CDCl3): δ 7.42 – 7.39 (2H, m, H–1,5Ph), 7.28 – 7.09 (18H, wm, H–

2,3,4Ph, CHBn), 5.51 (1H, s, Hbenzylidene), 5.10 (1H, d, J = 3.28 Hz, H–1Glc), 4.96 (1H, wd, J = 

1.30 Hz, H–2Rha), (1H, wd, H–1Man), (2H, m, H–5Rha – H–4Rha), (3H, m, CH2, H–3Man), (1H, 

wd, J = 1.51 Hz, H–1Rha), (2H, m, CH2), 4.04 (1H, dd, 1J = 9.61 Hz, 2J = 3.52 Hz, H–4Rha), 

3.84 – 3.31 (12H, wm, CH2benzylidene, H–2Man, H–4Man, CH2, CH2, H–3Rha, H–5Glc, H–4Glc, H–
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3Glc), 3.23 (3H, s, OCH3), 1.96 (3H, s, CH3Ac), 1.81 (3H, s, NHCOCH3), 1.18 (3H, d, J = 

6.12 Hz, CH3Rha) ppm. 

13C NMR (100 MHz, CDCl3): δ 175.61 (NHCOCH3), 172.77 (C=OAc), 140.86 (CBn), 140.28 

(CBn), 140.01 (CBn), 129.69 (CH–3,5Bn), 129.52 (CH–2,4Bn), 129.41 (CH–2,4Ph), 104.14 

(CH–1Man), 102.21 (CH–1Glc), 100.69 (CHPh), 95.21 (CH–1Rha), 83.70 (CH–3Glc), 82.10 

(CH–4Man), 81.24 (CH–2Glc), 79.70 (CH–4Glc), 77.95 (CH–3Rha), 77.23 (CH–5Glc), 76.80 

(CH2Bn), 75.33 (CH2Bn), 74.72 (CH2Bn), 74.19 (CH–3Man), 71.45 (CH–5Rha), 70.33 (CH–

5Man), 69.46 (CH2Ph), 66.96 (CH2–OH), 63.00 (CH–2Man), 56.18 (OCH3), 24.97 

(NHCOCH3), 20.93 (CH3Ac), 14.98 (CH3Rha)  ppm.  

HR–MS: m/z [M + Na]+ calcd for C51H61NO16 966.38880, found 966.38912. 
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10. Final conclusions and future perspectives 

All the projects presented in this Thesis aimed to adopt computational and experimental 

approaches to a Drug Discovery process, in order to find new inhibitors for anticancer and 

antibacterial chemotherapy. Projects #1 and #2 aimed to obtain new series of microtubule–

targeting agents (MTAs) acting as colchicine–binding site inhibitors (CBSIs). Two new 

series of 5',6'–difluoro– (Project #1) and 4'–fluoro–benzotriazole–acrylonitrile derivatives 

were rationally designed, synthesized and characterized. All the compounds were tested 

through in vitro biological assessment. A preliminary test through NCI60 in vitro screening 

was performed on each compound. Compounds 9a (Project #1) and compounds 5 and 12 

(Project #2) were selected as the most potent small molecules of the two series of derivatives. 

Compound 9a showed an important blockade of HeLa cell cycle in G2/M phase, with a 

negative effect on β–tubulin assembly starting from 50 nM. Derivative 9a also competes 

with colchicine for the binding in the same binding pocket on tubulin, slowing tubulin 

polymerization. [126] Also compounds 5 and 12 in Project #2 showed interference in HeLa 

cell cycle, but, for these molecules, a pro–apoptotic effect was identified in HeLa and MCF–

7 cell lines after treatment. The future goal for these projects will be to identify other strategic 

substitutions on the benzotriazole scaffold, but also on the acrylonitrile moiety, in order to 

improve polar and nonpolar interactions between tubulin and the ligands, hence enhancing 

the negative effect on the microtubule polymerization, even with a lower concentration of 

the administered compound. 

Project #3 is a fragment–based drug discovery process to identify some potential fragments 

and inhibitors to interfere with WaaG catalytic activity. It aims to block the biosynthesis of 

LPS, the outer membrane of Gram–negative bacteria, such as Escherichia coli. From 

libraries A and B, compounds A4 and B33 from post–processing of molecular docking and 

molecular dynamics simulations. Further investigations will involve fragment growing, 

strategically substituting different positions on the main scaffolds of the fragments, or 

fragment linking processes, in order to obtain a synergic effect from different ligands, in 

terms of protein–ligand interactions, hence inhibitory activity on WaaG protein. 

Oligosaccharides of library C gave insights into the interactions between WaaG and the inner 

core of LPS. The behavior of the protein during MD trajectory will be more in–depth 

investigated, also in its contact with the oligosaccharide residues, to better comprehend 

WaaG catalytic interactions. 
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Project #4 produced a protected trisaccharide by synthetic approach, which could be further 

investigated in its conformational state, by NMR experiments. It could also be fully 

deprotected and, in the same conditions evaluated by NMR, to assess the effect of the 

protecting groups on the orientation of the trisaccharide. The outputs of these experiments 

will give more insights on the NMR behavior of this structure, which was also found in A. 

salmonicida LPS O–antigen as a repeating unit, gaining interest in Structure Elucidation and 

Biological studies. 
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