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Introduction

Lung cancer (LC) is by far the leading cause of cancer-
related death in both genders, accounting for nearly a 
quarter of all cancer-related fatalities. If we exclude skin 
cancer, LC is also the second most common neoplastic 
disorder in both men and women (1). Nonetheless, it is 
estimated that in the period between 2008 and 2017 the 
death rate related to LC dropped by 4% and 3% each 
year respectively for both genders. This trend is likely the 
consequence of fewer people smoking as well as of medical 

advances in diagnosis and treatment (1). In particular, it is 
largely accepted that the overall survival of patients with 
LC depends a great deal on the disease stage when it is 
discovered (2,3). A timely diagnosis is therefore critical to 
improve the outcome of patients with LC.

At an early-stage LC usually appears on computed 
tomography (CT) as a pulmonary nodule; i.e., a small 
solid, sub-solid or ground-glass opacity surrounded by 
normal parenchyma. Pulmonary nodules, however, are 
not uncommon and only a fraction of them are actually 
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malignant. A recent meta-analysis on six European 
LC screening trials through low-dose CT reported a 
prevalence of non-calcified pulmonary nodules between 
21.8% and 50.9% (the latter in a high-risk population of 
heavy smokers or former heavy smokers), whereas that 
of LC was between 3.8% and 4.7% (4). Discriminating 
between benign and malignant pulmonary nodules is 
therefore critical for the clinical management of patients 
with a positive transcript for pulmonary nodule (5). In 
this context, computerised analysis of imaging features 
(radiomics) has been attracting increasing interest in recent 
years as a means for improving diagnosis, stratification and 
follow-up (6-11). The big promise of radiomics is to offer 
a non-invasive, full-field procedure for the characterisation 
of pulmonary lesions. There is growing evidence that 
radiomics can improve risk-assessment in the diagnostic 
settings beyond traditional, manual interpretation  
(8,12-18).

The radiomics pipeline involves six well-defined 
sequential steps (19,20): acquisition, preprocessing, 
segmentation, feature extraction, post-processing and data 
analysis. Segmentation (also referred to as delineation) 
is the problem investigated in this work. This is about 
separating the part of the scan that has clinical relevance 
(typically the lesion) from the background. This operation 
is usually carried out manually by skilled operators, 
which unfortunately entails a number of drawbacks 
such as time consumption (therefore cost), repeatability 
issues and personnel overload. Furthermore, previous 
studies have reported significant sensitivity of radiomics 
features to variations in the lesion delineation procedures 
(21,22). Consequently, automated and/or semi-automated 
segmentation procedures have attracted widespread research 
interest.

More generally, the problem belongs to semantic 
segmentation, the area of computer vision aimed at 
partitioning an input image into a set of semantically 
homogeneous areas. Nowadays the approaches to this task 
can be divided into two main classes: the conventional 
methods on the one hand (also referred to as hand-
designed, engineered or hand-crafted) and those based on 
deep learning on the other. The conventional methods are 
usually defined a priori and require little or no training. 
They typically rely on bespoke mathematical models 
designed on the basis of some domain-specific knowledge. 
Lee et al. (23) and Zheng and Lei (24) are interesting 
reviews of hand-designed methods for lung nodule 
segmentation featuring thresholding, region growing, 

watershed, edge detection and active contours. Other 
engineered approaches include clustering (25), graph-based 
methods (26), fractal analysis (27), convexity models (28),  
vector quantisation (29) and a variety of ad hoc solutions 
as well as combinations of the above methods (30-34).  
Deep learning approaches differ significantly from the 
conventional ones in that they employ pre-defined 
architectures [convolutional neural networks (CNN)] 
which contain a number of parameters the values of which 
need to be determined by training (35). The basic blocks 
of CNN (usually referred to as layers) can be combined 
in multiple ways to generate several varieties of networks. 
Deep learning represented a major breakthrough in 
computer vision and has brought about astounding 
improvements over the hand-designed methods (36). Of 
course segmentation of lung nodules has not been immune 
to these changes, and a number of deep learning solutions 
have been proposed in the last few years. Wu and Qian (37)  
features a nice overview of methods; other approaches 
have been described in a number of recent papers (38-43).  
The overall pipeline (i.e., network design, training and 
evaluation) is the common ground of all these works; 
whereas the main differences are the network architecture 
and the data used for training and evaluation. To date, 
however, there are no extensive benchmarks comparing 
conventional and deep learning methods for automatic 
segmentation of pulmonary on CT images. Kim et al. (44) 
is a nice benchmark of five hand-designed methods for 
semi-automated segmentation of ground-glass nodules, 
but does not include deep learning; Rocha et al. (39) is also a 
relevant recent work, but only considers one conventional 
method (local convergence filter) and two deep learning 
ones.

In this work we carried out a comprehensive evaluation 
of the performance of conventional and deep learning 
methods for semi-automated segmentation of pulmonary 
nodules on CT. We assumed that the presence of a 
suspicious nodule had already been determined by a 
physician, therefore did not investigate the problem of 
automated nodule detection (45-48). For the segmentation 
task we considered 24 methods (12 for each of the two 
classes) and carried out the benchmark on a dataset of 
383 images from a study population of 111 patients with 
positive transcript for suspicious pulmonary nodule. An 
independent dataset of 259 images based on the LIDC-
IDRI repository was also considered. The results indicate 
that deep learning methods clearly outperformed the 
hand-designed ones.
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Methods

A total of 383 planar axial patches of dimension 64 px × 
64 px were considered in this study (sample images are 
shown in Figure 1A,B,C,D). The images were extracted 
from a population of 111 patients (64 males, 47 females, 
age =67.5±11.0), all with histologically confirmed benign 
(n=39) or malignant (n=72) lung lesions, who underwent 
PET/CT examination for suspicious lung nodules at the 
Unit of Nuclear Medicine of the Università degli Studi di 
Sassari, Sassari, Italy, between November 2014 and May 
2019. The inclusion criteria were: (I) presence of a clearly 
identifiable solid nodule at CT; (II) axial diameter between 
5 and 40 mm; (III) no previous treatment like surgery, 
chemotherapy, and/or radiotherapy for the inspected lesion, 
and (IV) histologically confirmed malignancy or benignity. 
Further details on the patient population and segmentation 
procedure are available in (12). The scans were carried 
out on a Discovery 710 PET/CT system (GE Healthcare, 
Chicago, IL, USA) and the CT imaging settings were: slice 
thickness 3.75 mm, spacing between slices 3.27 mm, in-
plane inter-voxel spacing ~1.37 mm in both directions and 
image size 512 px × 512 px.

Manual segmentation of the lesions was carried out by 
a panel of two experts with >10 yr experience in the field. 
For each nodule we considered all the axial slices where the 
area of the lesion (determined via manual segmentation) 
was at least 1 cm3 (>53 px). The original data (in dicom 
format) were windowed between –1,350 and 150 HU [width: 
1,500 HU, level: –600 HU—same display settings used for 
the manual segmentation—‘lung’ window of LIFEx (49)] 
and converted to 8-bit single-channel images in Portable 
Network Graphics (PNG) format. No further image pre-

processing like contrast enhancement, noise removal, 
smoothing or sharpening was applied. Finally, the data 
were randomly split into train, validation and test set with 
approximate proportion of 40%, 30% and 30% (respectively 
n=150, n=118 and n=115) with the constraint that images 
from the same patient could not appear in more than one 
group.

Data augmentation

Data augmentation for training the deep learning models 
was carried out on the train set in five sequential steps: (I) 
random rotation by 90°, 180° or 270°; (II) random vertical 
or horizontal flip; (III) random gamma correction with γ 
∈ [0.5, 1.5]; (IV) random Gaussian smoothing with σ ∈ 
[0.5, 2.0] and (V) addition of random Gaussian noise with 
σ=0.025 and amplitude of the error rescaled to 255. The 
effects on a sample image are shown in Figure 2A,B,C,D,E,F. 
The steps were carried out in the above sequence and in a 
recursive manner—i.e., the output of one step was the input 
to the following one, the input to the first step being the 
original images of the train or validation group. At each step 
half of the images was randomly picked for augmentation 
while the remaining half passed on to the following step 
unchanged. The final number of images in the augmented 
train set was 1,127.

Independent evaluation dataset

An independent evaluation dataset based on the LIDC-
IDRI repository (50,51) was also considered in the present 
study. This included 259 planar axial patches again of 
dimension 64 px × 64 px from 100 CT scans representing 

B C DA

Figure 1 Sample images from the study population. From left to right: (A) adenocarcinoma in a 59-year-old man; (B) squamous cell 
carcinoma in a 71-year-old-man; (C) fibrosis in a 61-year-old man and (D) inflammation in a 51-year-old woman. The green overlays 
highlight the manually-segmented areas of interest (ground truth).
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Figure 2 Effects of data augmentation on a sample image. The transformation were applied in a recursive manner—i.e., the output of each 
step was the input to the following one. In column-wise order: (A) original image; (B) image after anti-clockwise rotation by 90°; (C) after 
left-right flip; (D) after gamma correction (γ=1.5); (E) after Gaussian smoothing (σ=2.0) and (F) after the addition of Gaussian random noise 
(µ=0, σ=0.025).

solid and sub-solid nodules (texture index ≥4). For 
compatibility with the in-house dataset described above, 
only scans with slice thickness between 3.0 and 4.0  mm  
were considered; furthermore, the windowing and 
resampling settings used to convert the original dicom data 
from Hounsfield Units to grey-scale values also remained 
unchanged.

The reference segmentation of each nodule (ground-
truth) was obtained by blending the annotations available 
within the LIDC-IDRI dataset at a consensus level of 0.5. 
Therefore, a voxel was considered ‘lesion’ if it was marked 
as such in at least half of the annotations available for the 
corresponding nodule, ‘not-lesion’ otherwise.

Data availability

For reproducible research purposes, all the images and 
segmentation masks (ground truth) of the proprietary and 
independent dataset are available as supplementary material 
(respectively ‘LNSEG-SSR-1.zip’ and ‘LNSEG-LIDC-
IDRI-SSR-1.zip’).

Segmentation procedure

The proposed semi-automatic (‘one-click’) procedure only 
requires the user to select a point around the centre of 
the region of interest (Figure 3). It works as follows: (I) on 
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Figure 3 Summary scheme of the semi-automated (‘one-click’) segmentation procedure: (A) original image; (B) original image with the seed 
pixel selected by the user; (C) blobs produced by the segmentation algorithm and (D) final result.

Figure 4 Taxonomy of the hand-designed methods. MorphACWE, morphological active contours without edges; MorphGAC, 
morphological geodesic active contours; MSER, maximally stable extremal regions; SLIC, simple linear iterative clustering.

the region of interest (Figure 3A) the user selects a seed 
point around the centre of the nodule (Figure 3B); (II) the 
segmentation algorithm partitions the input image into a 
number of connected regions (blobs—Figure 3C) and (III) 
only the blob containing the seed pixel is retained whereas 
the others are discarded (Figure 3D). Depending on the 
specific algorithm used (step 2) the seed point can also be an 
input the segmentation algorithm. 

Conventional approaches

We considered 12 classic image segmentation approaches 
as detailed below (see Figure 4 for a taxonomy). For the 
methods that depend on parameters (Table 1) the optimal 
values were determined via grid search over the train and 

validation images using Sørensen-Dice coefficient (DSC) as 
the target measure (more on this in “Experiments”).

Active contours
The basic idea behind active contour models (or snakes) 
is deforming an initial curve towards the boundary of the 
region/object to be detected. The starting curve can be 
either internal or external to the region of interest; as a 
result the contour will either expand or shrink toward 
the boundary of the object. The evolution of the curve 
is governed by some functional F, defined in a way such 
as that the minimum of F falls on the boundary of the 
region of interest. In their original formulation active 
contours required solving a system of partial differential 
equations (PDE), which is computationally expensive and 
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Table 1 Tuning of the hand-designed methods that depend on parameters

Method
Tuned parameters

Symbol Grid search domain Optimal value

Felzenswalb s {0.5, 1.0, 2.0, 4.0} 2.0

Flood fill d {1, 2} 1

τ {2, 4, 8, 16} 16

K-means k {4, 8, 12, 16} 8

MorphACWE Ni {10, 20, 40} 10

λ1, λ2 {1.0, 2.0, 4.0} 1.0, 4.0

MorphGAC Ni {10, 20, 40} 10

fb {−0.5, −1.0, −2.0, −4.0} 0.5

MSER ∆ {2, 4, 6, 8} 2

MultiOtsu N {3,4} 4

SLIC k {4, 8, 12, 16} 16

c {0.1, 1.0, 10.0, 100.0} 1.0

Watershed r {2, 3, 4} 2

c {0.1, 1.0, 10.0, 100.0} 0.1

The optimal values were determined through grid search over the train and validation sets using DSC as the target metric. For the 
meaning of symbols please refer to the specific sections. Key to symbols (from top to bottom): s = scale of observation; d = connectivity; τ 
= tolerance; k = number of clusters; Ni = number of iterations; λ1, λ2 = user-defined functional parameters; fb = baloon force; ∆ = threshold 
range; N = number of classes; r = radius of the circular neighbourhood; c = compactness. MorphACWE, morphological active contours 
without edges; MorphGAC, morphological geodesic active contours; MSER, maximally stable extremal regions; SLIC, simple linear 
iterative clustering; DSC, Sørensen-Dice coefficient.

prone to numerical instability. Later on it was shown that 
solving the PDE could be avoided by using morphological  
operators (45). These proved infinitesimally equivalent 
to the PDE but computationally cheaper and free from 
instability problems. Here we considered two morphology-
based implementation of active contours; in both cases the 
initial curve was a circle of radius r=3 px centred on the 
pixel selected by the user (see Figure 3B).
Morphological active contours without edges 
(MorphACWE)
This model, originally proposed by Chan and Vese (52), 
is based on the assumption that the image to segment is 
formed by two regions of approximately uniform intra-
region intensities different from one another. Say the 
contour splits the image into and inside and outside 
region, and let these be Ci and Co respectively. Let 
also F(Ci), F(Co) indicate the sum of the within-region 
absolute difference between the intensity of each pixel 
and the average intensity over that region. The functional 

is defined as F = λ1F(Ci) + λ2F(Co), were λ1, λ2 are two 
positive parameters to be determined. In (52) the authors 
recommended λ1=λ2=1.0; in our experiments we sought the 
best combination through grid search over λ1, λ2 ∈ {1.0, 2.0, 
4.0}, which returned λ1=1.0, λ2=4.0 as the optimal values. 
Another parameter to set is the number of iterations to run 
(Ni), for which we found the optimal value Ni=10 again 
through grid search over Ni ∈ {10, 20, 40}.
Morphological geodesic active contours (MorphGAC)
In GAC the minimisation of F leads to determining a 
geodesic curve in a Riemannian space in which the metric is 
induced by some image features, like the edges (53,54). The 
parameters to tune, in this case, are the number of iterations 
to run (Ni, same as in MorphACWE) and the balloon 
force (fb). The latter guides the contour in the regions of 
the image where the gradient is too small (negative values 
will shrink the contour, positive values will expand it). The 
optimal value fb=0.5 was determined via grid search over fb 
∈ {–1.0, –0.5, 0.0, 0.5, 1.0}. As for MorphACWE we found 
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the optimal number of iterations Ni=10 via grid search over 
Ni ∈ {10, 20, 40}.

Clustering
K-means
This is a classic approach to clustering—i.e., given an 
arbitrary number of observations and k classes choose 
k points (cluster centroids) such as that the sum of the 
distance between each point and the closest centroid is 
minimal (55). In image segmentation the point coordinates 
are usually the colour triplets or the intensity values in the 
case of grey-scale images. In the original formulation the 
algorithms starts by randomly choosing k initial centroids 
and by assigning each point to the closest centroid. Then 
at each step the centroids are recomputed as the centres of 
mass of the points assigned to each of them. The process 
exits when there is no point reassignment at some step, or 
if the maximum allowed number of iterations is reached. 
The main input parameter to the algorithm is the number 
of classes, which we determined through grid search over 
k ∈ {4, 8, 12, 16}. This returned k=8 as the optimal value. 
For cluster initialisation we used ‘k-means++’ selection (56) 
which improves convergence.
Simple linear iterative clustering (SLIC)
This iterative clustering algorithm (57) is an evolution of 
the K-means with two major differences: (I) it employs a 
weighted distance that combines colour (luminance in this 
case) and spatial proximity; (II) searches a limited region 
around the nearest cluster, whereas K-means searches the 
entire image. The balance between intensity and space 
proximity is regulated by a compactness parameter c, with 
higher values giving more weight to space proximity. The 
algorithm starts by sampling k initial cluster centroids 
on a regular grid across the input image, then at each 
step associates each pixel to the nearest centre within the 
search region. There are two input parameters to SLIC: 
the number of clusters (also referred to as ‘superpixels’) 
and the compactness—respectively k and m in the notation 
used in (57). The best combination was determined via 
grid search over k ∈ {4, 8, 12, 16} and c ∈ {0.1, 1, 10, 
100}, which returned k=16 and c=1.0.

Graph-based
Felsenszwalb’s graph-based image segmentation
Consider G = (V, E) an undirected graph where the vertices 
vi ∈ V represent the elements (pixels) to be segmented 
and the edges eij = (vi, vj) the connections between pairs of 
elements. Let also wij be the weight associated with each 

such connections, which, for greyscale images is the absolute 
difference between the intensity level of the connected 
pixels. Define a segmentation S as a partition of V into 
components Ck ∈ S such that each Ck is a connected 
component in a sub-graph of G. Say a segmentation S is too 
fine when there is some pairs of regions Ca, Cb for which 
there is no evidence of a boundary between them, and too 
coarse if there exists a refinement of S that is not too fine. 
A segmentation produced by Felzenszwalb’s method obeys 
the properties of being not too coarse or too fine (58). 
The main parameter governing the algorithm is the scale 
of observation s, with higher values resulting in fewer and 
larger segments. Here we determined the optimal value 
s=2.0 through grid-search over s ∈ {0.5, 1.0, 2.0, 4.0}. We 
also set a minimum area threshold Am =25 px as a cut-off 
value for the resulting segments, and σ=1 as the standard 
deviation of the Gaussian kernel used in preprocessing.

Region growing
Flood fill
Flood fill generates blobs by merging adjacent pixels based 
on their similarity to an initial seed. Conceptually, this is 
very similar to the ‘paint bucket’ tool available in many 
graphic editors. The input parameters are: the seed pixel 
(which is selected manually by the operator—see Figure 3B), 
the connectivity (d) and the tolerance (τ). The connectivity 
determines the neighbourhood of each pixel, and, 
consequently the possible path(s) that link the target pixels 
to the seed: adjacent pixels whose mutual distance is less 
than or equal to d are considered neighbours. The tolerance 
establishes the range within which the target pixels and the 
seed are considered equal: pixels connected to the seed and 
with values within ±τ from that of the seed are merged. In 
the experiments we determined the optimal values d=1 and 
τ=16 through grid search respectively over d ∈ {1, 2} and τ 
∈ {2, 4, 8, 16}.
Thresholding
Thresholding consists of partitioning the input image by 
applying one or more cut-off values (thresholds) on the 
grey-level intensities. Given a set of thresholds ti: {0 ≤ t1, 
…, tN ≤ 2n–1} the 0-, N- and i-th class respectively will 
be the sets of pixels having grey-level intensities below t1, 
above or equal to tN and in the [ti, ti+1] interval, where n 
indicates the bit depth of the input image. The case N=1 
is usually referred to as single-level thresholding, the case 
N>1 as multi-level thresholding. Here we considered three 
classic single-level thresholding methods (Otsu’s, Kapur’s 
and Kittler’s) and the multi-level version of Otsu’s.
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Otsu
Otsu’s is possibly one of the most used approaches to image 
thresholding. The method seeks the value that minimizes 
the weighted sum of the between-class variance in the 
background and foreground pixels (59). It gives satisfactory 
results when the intensity distribution approaches a bimodal 
and the relative proportion of foreground and background 
is approximately the same for the two classes (60).
Kapur
This method, also referred to as entropic thresholding (60,61), 
considers the grey-level histograms of the foreground 
and background classes as signals, and seeks the value that 
maximises the sum of the entropy of the two signals (62).
Multi-Otsu
This is an extension of Otsu’s approach for N>1: in this case 
the algorithm seeks the set of threshold values that minimise 
the weighted sum of the parwise between-class variance (63). 
The optimal number of classes N=4 was determined via 
grid search over N ∈ {3, 4}.

Maximally stable extremal regions (MSER)
MSER are a method for blob detection originally 
introduced by Matas et al. (64). The basic idea behind 
MSER is the following. Imagine we binarize a greyscale 
image with a variable threshold; as the threshold varies 
within a given range (let ∆ be the range) there will be some 
connected components of the binarized image that will 
remain approximately the same: these are stable regions. 
Among them, maximally stable regions are those exhibiting 
the lowest area variation when the threshold varies. A 
stable region is also extremal if the intensity of all its pixels 
is either higher (bright extremal regions) or lower (dark 
extremal regions) than that of the surrounding pixels.

In the experiments the value of ∆ was determined 
through grid search over ∆ ∈ {2, 4, 6, 8}, which returned 
∆=2 as the optimal value. The other parameters were: 
minimum (maximum) area cut-off value for the detected 
blobs =10 px (25% of the area of the input image), 
maximum variation (absolute stability score) of the regions 
=0.25 and minimum diversity =0.2 (when the relative area 
difference between two nested regions was below this 
threshold only the most stable one was retained).

Watershed
In watershed segmentation the input image is regarded 
as an elevation map, that is to say the equivalent of a 
topographic landscape with ridges and valleys. The 
objective of the algorithm is to decompose the image into 

catchment basins and watersheds (65,66). Formally, for 
a local minimum m, a catchment basin is defined as the 
set of pixels which are topographically closer to m—i.e., 
those pixels having the path of steepest descent terminates 
at m. The procedure requires an external input from the 
user who needs to select a marker within the region of 
interest (see Figure 3). Although the method can be applied 
to the original greyscale image with no pre-processing, 
it usually works better if a gradient operator is applied 
first. This proved true for the application studied here, 
therefore we preliminary computed the local gradient using 
a circular neighbourhood of radius r=2 px. The value was 
determined through grid search over r ∈ {2, 3, 4}. As in 
SLIC, the segmentation results can be further improved 
by introducing a compactness parameter c: in this case the 
tuning returned c=0.1 as the optimal value after grid search 
over c ∈ {0.1, 1.0, 10.0, 100.0}.

Deep learning methods

We assembled 12 CNN by combining four standard 
segmentation models and three well-known backbone 
encoders as detailed in the following subsections (see also 
Table 2 for a round-up). By design we kept the input size 
(receptive field) of each network as close as possible to that 
of the corresponding backbone encoder while complying 
with the constraints given by the segmentation models 
used. [Specifically, Feature Pyramid Networks (FPN), 
LinkNet and U-Net require the height and width of the 
input images to be multiple of 32; PSPNet to be multiple 
of 48]. Albeit this restriction is not strictly necessary, we 
made this choice because the backbone encoders come with 
pre-trained weights optimised for their native resolutions. 
Consequently, we rescaled the input (greyscale) and 
output (segmented) images accordingly. Also, since all 
the backbone architecture used are designed for three-
channel images, we preliminary converted the input grey-
scale images by repeating the two-dimensional array 
along the third dimension. Finally, we considered nodule 
segmentation as a one-class classification problem, therefore 
defined the output of each network as a single-channel layer 
with sigmoid activation. The final labels were generated by 
rounding the output to the nearest integer (0= not nodule, 
1= nodule).

Segmentation models
CNN for image segmentation typically rely on an 
encoder-decoder architecture (59). The encoder (down-
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Table 2 Summary table of the CNN architectures used in the experiments

Name Segmentation model Encoder backbone FOV Native FOV

FPN-InceptionV3 FPN InceptionV3 288 px × 288 px 299 px × 299 px

FPN-MobileNet MobileNet 224 px × 224 px 224 px × 224 px

FPN-ResNet34 ResNet34 224 px × 224 px 224 px × 224 px

LinkNet-InceptionV3 LinkNet InceptionV3 288 px × 288 px 288 px × 288 px

LinkNet-MobileNet MobileNet 224 px × 224 px 224 px × 224 px

LinkNet-ResNet34 ResNet34 224 px × 224 px 224 px × 224 px

PSPNet-InceptionV3 PSPNet InceptionV3 288 px × 288 px 288 px × 288 px

PSPNet-MobileNet MobileNet 224 px × 224 px 224 px × 224 px

PSPNet-ResNet34 ResNet34 224 px × 224 px 224 px × 224 px

U-Net-InceptionV3 U-Net InceptionV3 288 px × 288 px 288 px × 288 px

U-Net-MobileNet MobileNet 224 px × 224 px 224 px × 224 px

U-Net-ResNet34 ResNet34 224 px × 224 px 224 px × 224 px

CNN, convolutional neural networks; FOV, field of view; FPN, Feature Pyramid Networks.

sampling or contracting path) gradually reduces the size 
of the representation while capturing semantic/contextual 
information; the decoder (up-sampling or expanding path) 
projects back the representation to its original size, this 
way producing pixel-wise predictions. The basic building 
blocks of CNN for image segmentation are convolutional, 
pooling and transposed (backwards) convolutional layers. 
Other elements like skip connections enable direct links 
between the down-sampling and up-sampling path (62,67). 
A number of variations on this idea have been proposed in 
the literature, and in this work we considered four different 
architectures: U-Net, LinkNet, FPN and Pyramid Scene 
Parsing Network (PSPNet). Below we summarise the 
basics of each architecture and refer the reader to the given 
references for further details and technicalities.

U-Net and LinkNet have a very similar structure—that 
of a ‘ladder’ network (68). In this architecture the encoder 
and decoder ideally represent the rails of the ladder and 
the rungs their connections. The U-Net has symmetric 
contracting and expanding paths, and concatenates the 
feature maps from the encoder to the corresponding up-
sampled maps from the decoder by copy and crop (69,70). 
This allows the decoder to reconstruct relevant features 
that are lost when pooled in the encoder. The LinkNet (71) 
has a very similar layout and differs from the U-Net only 
for a number of minor changes in the encoder and decoder 
structure.

Differently from U-Net and LinkNet, FPN and 
PSPNet are based on combining information at different 
resolutions via pyramidal decomposition. This concept, 
which was for long a mainstay of image analysis during the 
hand-designed era (72,73), translates seamlessly to deep 
learning due to the intrinsically multi-resolution nature 
of convolutional networks. FPN were originally designed 
for multi-scale object detection (74), an objective they 
achieve by computing feature maps of different size with a 
scaling ratio of two. This architecture was later on adapted 
to semantic segmentation by resizing each-single scale 
prediction to the field-of-view of the network and summing 
up the results [panoptic configuration (75)]. Pyramid 
Parsing Networks (76) work on a similar idea, but in this 
case they obtain the pyramidal decompositions by pooling 
the feature map produced by the encoder at different sizes. 
They then feed the results to a convolution layer which up-
samples the results to make them the same size as receptive 
field of the network.

Encoder backbones
For the encoder backbones we employed the fully-
convolutional version of three well-established architectures: 
ResNet34, InceptionV3 and MobileNet. These models 
have been described at length in a number of papers  
(36,77-79) therefore we shall not go into further details 
here. Let us just recall that the residual networks (ResNets) 



3295Quantitative Imaging in Medicine and Surgery, Vol 11, No 7 July 2021

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2021;11(7):3286-3305 | http://dx.doi.org/10.21037/qims-20-1356

were specifically designed for accuracy, the MobileNets for 
computational efficiency, and the Inception for a balance 
between the two. For all the models the starting values of 
the weights were those resulting from training the original 
CNN on the ImageNet dataset [ILSVRC 2020 (80)]. 
Further details about the implementation are given in the 
Experiments.

Training
We evaluated two different training strategies: (I) full 
training, in which all the trainable parameters of the 
networks were liable to be modified during the training 
phase; and (II) fine tuning, where only the decoder 
parameters could be modified. In both cases the starting 
values for the encoder weights were the pre-defined ones 
obtained by training on the ImageNet dataset. We used 
Adam optimisation with an initial learning rate of 0.001 
and exponential decay rate for the first and second moment 
estimates respectively of 0.9 and 0.999. The target function 
for the optimisation process was Dice loss (definition to 
follow). We processed the train and validation images 
by batches of two, allowed a maximum of 50 epochs and 
triggered early stopping if the validation loss did not 
improve by more than 0.5% for more than five consecutive 
epochs.

Experiments

Evaluation metrics
Following the same approach adopted in related works 
(33,41,44) we used Sørensen-Dice coefficient (DSC in the 
remainder) as the primary metric for evaluating the overlap 
between the manually segmented regions (ground truth) 
and the automatically segmented ones. For any two finite 
sets A, B DSC is defined as follows (81):

2 A B
DSC(A,B) =

A + B
∩

 [1]

where |X| indicates the cardinality of X. Let us recall that 
DSC has values in [0, 1], and that 1 indicates perfect overlap 
between A and B; 0 no overlap. The Dice loss is (1 – DSC).

Statistical analysis
All the methods were pairwise evaluated through non-
parametric Wilcoxon-Mann-Withney test at a significance 
level α=0.05 by comparing the DSC achieved by the two 
methods on each image tested. For each comparison a 
+1 was assigned to the best method if one of the two was 

significantly better than the other, nil to the other. In case 
of a tie (no statistically significant difference between the 
two methods) both received nil. An overall ranking was 
finally determined by summing up the points received by 
each method and sorting accordingly (see Tables 3,4).

Implementation and execution
We carried out the experiments on a laptop PC equipped 
with Intel® CoreTM i7-9750H CPU @ 2.60 GHz, 32 GB 
RAM, NVIDIA Quadro T1000 (4 GB) graphic card 
and Windows 10 Pro 64-bit operating system. For the 
coding we used Python 3.8.6 with functions from scikit-
image 0.17.2 (82) and scikit-learn 0.23.3 (83) for the 
implementation of the hand-designed methods, and 
from the Segmentation Models package (84) for the deep 
networks. The training of all the CNN took approximately 
15 hrs using GPU acceleration; parameter optimisation for 
the conventional methods less than 1 h.

Results

Tables 3-5 and Figures 5,6 summarise the results of the 
experiments. As can be seen, there is little doubt that 
the methods based on deep learning outperformed the 
conventional ones. Notably, even the worst-performing 
full-trained network (FPN-MobileNet, Table 4) attained 
better average DSC than the best-performing engineered 
approach (MorphACWE, Table 3). The box-plots in  
Figures 5,6 also indicate that the deep learning methods had 
much narrower dispersion than the engineered ones. As 
for the convolutional networks, the combinations U-Net/
LinkNet segmentation models with ResNet34/MobileNet 
encoder backbones provided the best results. It is also 
evident from Table 4 that training the whole networks (full-
training) was preferable to training the decoder only (fine-
tuning). We also explored the effects of data augmentation 
and observed that this improved the overall outcome—
as one would expect (Table 5). Notably, the difference 
was higher for the ResNet34 backbone encoder than the 
MobileNet, a result consistent with the higher complexity 
of the former.

To assess any potential correlation between segmentation 
accuracy and nodule size we split the test set into three 
size groups based on the axial diameter of the nodules: 
axial diameter between 5.0 and 16.1 mm (1st tercile), 
between 16.1 and 22.5 mm (2nd tercile) and between 
22.5 and 40 mm (3rd tercile). Then we tested the four 
best-performing approaches (two conventional and two 
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Table 3 Performance of the hand-designed methods: summary 
table

Method DSC [rank]

MorphACWE 0.761±0.179 [12]

Felzenszwalb 0.748±0.169 [13]

Watershed 0.636±0.295 [13]

MultiOtsu 0.568±0.267 [14]

MSER 0.513±0.280 [15]

MorphGAC 0.501±0.186 [15]

SLIC 0.466±0.190 [16]

FloodFill 0.466±0.264 [16]

K-means 0.442±0.271 [16]

Otsu 0.437±0.363 [14]

Kapur 0.355±0.327 [17]

Kittler 0.192±0.204 [18]

Data format is mean ± standard deviation [rank]; methods are 
listed in descending order of mean DSC. A lower rank indicates 
a higher position in the standings. DSC, Sørensen-Dice 
coefficient; MorphACWE, morphological active contours without 
edges; MorphGAC, morphological geodesic active contours; 
MSER, maximally stable extremal regions; SLIC, simple linear 
iterative clustering.

Table 4 Performance of the deep learning methods: summary table

Method
DSC [rank]

Full-trained Fine-tuned

U-Net-ResNet34 0.853±0.082 [1]  0.762±0.207 [11]

U-Net-MobileNet 0.830±0.194 [2] 0.755±0.230 [11]

LinkNet-ResNet34 0.828±0.131 [3] 0.797±0.178 [8]

LinkNet-MobileNet 0.827±0.116 [5] 0.789±0.201 [7]

PSPNet-ResNet34 0.813±0.155 [6] 0.769±0.172 [12]

U-Net-InceptionV3 0.811±0.128 [8] 0.804±0.190 [6]

PSPNet-InceptionV3 0.805±0.168 [6] 0.784±0.159 [11]

FPN-ResNet34 0.803±0.191 [3] 0.764±0.240 [9]

PSPNet-MobileNet 0.794±0.160 [10] 0.792±0.174 [10]

FPN-InceptionV3 0.792±0.189 [8] 0.814±0.173 [4]

LinkNet-InceptionV3 0.780±0.214 [8] 0.758±0.217 [12]

FPN-MobileNet 0.762±0.198 [12] 0.779±0.219 [7]

Data format is mean ± standard deviation [rank]; methods are listed in descending order of mean DSC for full-trained networks. A lower 
rank indicates a higher position in the standings. DSC, Sørensen-Dice coefficient; FPN, Feature Pyramid Networks.

based on deep learning) on the three groups. The results  
(Figure 7) indicate that the methods based on deep learning 
were generally superior to the conventional ones in all the 
three groups.

The overall performance of the 10 best-performing 
methods (five conventional and five based on deep 
learning) was also evaluated on the external test set based 
on the LIDC-IDRI repository (“Methods” section). We 
can see from Table 6 that the results obtained on this 
dataset confirm the overall trend—i.e., that convolutional 
networks achieved higher performance. Among the hand-
designed methods it is to note the good results achieved by 
MorphACWE.

Figure 8 shows the ground truth (manual segmentation) 
along with the segmentation results obtained with the 
three best performing engineered methods (MorphACWE, 
Felzenszwalb and Watershed) and the three best deep 
networks (U-Net-ResNet34, U-Net-MobileNet and 
LinkNet-ResNet34) respectively on one juxta-pleural, one 
juxta-vascular and one well-circumscribed nodule.

As for the computational demand (Figure 9), we found 
that the convolutional networks were significantly slower 
than the conventional methods, as one would reasonably 
expect. Furthermore, training the networks was significantly 
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more demanding than finding the best parameter 
combinations for the conventional methods.

Albeit the figures are not directly comparable due to 
differences in the experimental settings and data, it is 
nonetheless useful to analyse our results in the context 
of the recent literature. We see that Rocha et al. (39) 
achieved 0.830 DSC with a custom U-Net architecture 
(which is close to the best result obtained here), Huang 
et al. (41) 0.793 with a customised fully-convolutional 
network based on VGG16 (85) as encoder backbone, and 
Wang et al. (43) 0.822 again with a bespoke convolutional 

network. As for hand-designed methods, Mukhopaday (86) 
recorded average 0.610 DSC through a multi-step hand-
designed approach, Rocha et al. (39) 0.663 with sliding 
band filter, Lassen et al. (87) 0.684 again with a tailored 
multi-step procedure, and Kim et al. (44) 0.808 by level-
set active contours (note that the latter two were obtained 
respectively on sub-solid and ground-glass nodules).

Discussion

During the last few years research in the field has been 
gradually shifting its focus from conventional approaches to 
deep learning methods. The classic methods employ hand-
designed data transformations (feature engineering) which 
are based on some domain-specific knowledge. These 
methods tend to be computationally cheap and require 
little or no training. Deep learning, on the other hand, can 
automatise the feature engineering process—provided that 
enough data are available. This goal is achieved through 
the combination of standard basic modules (layers) which 
contain a number of parameters whose values need to 
be determined via training. One major advantage of this 
procedure is that it simplifies the processing pipeline by 
replacing it with a standard, end-to-end learning model. 
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Figure 5 Performance of the conventional methods: box plots. Each dot represents one image of the test set. Methods are listed in 
descending order of mean DSC from left to right. DSC, Sørensen-Dice coefficient.

Table 5 Effect of data augmentation on the four best-performing 
CNN models

Method DSC difference

U-Net-ResNet34 +0.754

U-Net-MobileNet +0.051

LinkNet-ResNet34 +0.742

LinkNet-MobileNet +0.054

Figures indicate the average DSC difference to the baseline 
(training without data augmentation). CNN, convolutional neural 
networks; DSC, Sørensen-Dice coefficient.
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Figure 6 Performance of the methods based on deep learning: box plots. Each dot represents one image of the test set. Methods are listed in 
descending order of mean DSC from left to right. DSC, Sørensen-Dice coefficient.

The question investigated in this paper was the following: 
is it possible to put together convolutional networks 
in a relatively simple way, train them on reasonably 
small amount of data and obtain segmentation accuracy 
comparable or better than provided by conventional 
methods? Our results suggest a positive answer, and also 
indicated a resounding superiority of the deep learning 
approaches. We think this outcome is remarkable, 
particularly if we consider that the convolutional networks 
used here were based on combinations of standard 
segmentation models and backbone encoders, and that 
we trained the nets on a relatively small amount of data. 
This also casts doubts whether designing task-specific 
convolutional models is strictly necessary, provided that the 
combination of existing architectures trained on domain-
specific data seems to give satisfactory results.

Segmentation of lung nodules is a crucial step in the 
radiomics pipeline and plays an important role in the 
management of patients with suspect LC. Unfortunately, 
the process is tedious and time-consuming when performed 
manually, puts a lot of pressure on the personnel and 
suffers from a number of drawbacks such as subjective 
evaluation and lack of repeatability. Furthermore, the task 

is complicated by the great variability of the shape, size, 
texture and location of the nodules. In this paper we have 
presented a pipeline for semi-automated segmentation of 
pulmonary nodules which requires very little intervention 
from the user. The proposed solution can be wired with 
conventional, hand-designed image descriptors as well as 
deep learning methods. The main objective of this work 
was to comparatively evaluate the effectiveness of these 
two classes. To this end we considered 12 conventional 
segmentation methods and as many deep learning 
architectures. The main outcome was the clear superiority 
of the deep learning methods over the hand-designed ones. 
Although this was not unexpected—actually the recent 
literature already points in that direction (39,41,43)—it 
was certainly remarkable that state-of-the-art performance 
could be achieved via standard deep learning architectures 
and by training them on a relatively small amount of data.

Although the results found here are interesting and 
promising, the present work is not exempt from limitations. 
Among them are the relatively small sample size and the 
fact that our datasets was mostly composed of solid nodules. 
The results should therefore validated in future larger 
studies featuring also sub-solid and ground-glass nodules. 



3299Quantitative Imaging in Medicine and Surgery, Vol 11, No 7 July 2021

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2021;11(7):3286-3305 | http://dx.doi.org/10.21037/qims-20-1356

Table 6 Performance of the five best traditional and deep learning methods (see Tables 4,5) on the independent dataset (LIDC-IDRI)

Method DSC

U-Net-ResNet34 (full trained) 0.763±0.217

U-Net-MobileNet (full trained) 0.692±0.320

LinkNet-ResNet34 (full trained) 0.738±0.229

LinkNet-MobileNet (full trained) 0.745±0.221

PspNet-ResNet34 (full trained) 0.657±0.318

MorphACWE 0.704±0.256

Felzenszwalb 0.627±0.250

Watershed 0.503±0.350

MultiOtsu 0.610±0.271

MSER 0.465±0.272

LIDC-IDRI, Lung Image Database Consortium image collection; DSC, Sørensen-Dice coefficient; MorphACWE, morphological active 
contours without edges; MSER, maximally stable extremal regions.
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Although the superiority of deep learning was clear in this 
work, it seems reasonable to speculate that at least some 
of the knowledge developed during the hand-crafted era 
could be conveniently carried over to the new age. One 

interesting direction for future studies could therefore be 
the integration of deep learning with conventional methods 
for the segmentation of lung nodules. The discussion on 
the segmentation accuracy as a function of nodule location 

Manual (ground truth) 

MorphACWE 

Felzenszwalb 

Watershed 

U-Net-ResNet34 

U-Net-MobileNet 

LinkNet-ResNet34

Method
Type of nodule

Juxta-pleural Juxta-vascular Well-circumscribed

0.676 0.865 0.900

0.879 0.579 0.891 

0.121 0.530 0.918 

0.956 0.870 0.917

0.872 0.856 0.934 

0.902 0.878 0.886

Figure 8 Qualitative analysis of the segmentation results obtained with the three best-performing conventional and deep learning methods 
(Tables 3,4) on juxta-pleural, juxta-vascular and well-circumscribed nodules. The green overlays indicate manual segmentation (ground 
truth), the orange ones the result of each method. The corresponding DSC is reported beneath each picture. DSC, Sørensen-Dice 
coefficient.
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Figure 9 Computational demand (average processing time per image) by method. The chart does not include the computing time needed 
for training the convolutional networks and for optimising the parameters of the traditional methods (see “Implementation and execution” 
section for details on this).

was based on visual (qualitative) evaluation of the results: a 
quantitative analysis could be another interesting subject for 
future studies.
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